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ABSTRACT 
 

In this paper we introduce and explore some clustering algorithms, an algorithm that can provide acceptable results. The 
merits of the algorithm we consider is its fast performance, by using the appropriate feature of the previous methods 
and dispel some of the defects of classical Genetic Algorithm for grouped issues. 
KEYWORDS: Clustering algorithms, Genetic algorithm, Grouping Genetic Algorithm, DBSCAN. 
 

1.INTRODUCTION 
 

The clustering is one of the main data mining methods; yet there is not a suitable method to replace it. In 
general, the data objects are grouped into distinct groups (clusters), this is called clustering. Clustering is used in 
various fields such as pattern recognition, engineering, image processing, etc. 

Today, due to the large amount of information, clustering in data mining has a special place. That is why 
finding the right algorithm in this area is very valuable. Genetic Algorithms (GAs) are examples of algorithms that are 
used in this field and have improved tremendously in the past two decades. 

In the past years, several clustering algorithms based on GAs have been developed. These algorithms use 
different representations for the clustering solutions. One kind of the methods uses a straight forward encoding, in 
which the chromosome is encoded as a string of length n, where n is the number of data points, and the element of the 
chromosome denotes the cluster number that data point belongs to, such as used in [1, 2]. This approach does not 
reduce the size of the search space and searching the optimal solution can be onerous when the data points profile rate. 
It is for this reason that some researchers use a relatively indirect approach where the chromosome encodes the centers 
of the clusters, and each data is subsequently assigned to the closest cluster center [3–8]. Tseng and Yang [9] proposes 
GAs for the clustering problem that is suitable for clustering the data with compact spherical clusters. This algorithm 
can automatically evolve the number of clusters. But the number of clusters obtained is influenced by some parameters 
used by the algorithm. In [10, 11], a hyper-quad tree is employed to denote a set of centers. The weakness of this 
approach is the need to establish the sets of centers occupying the same region of space that can be very time-
consuming and prone to bad solutions when such sets are inappropriately selected. Yet, other researchers are seeking to 
the hybridization between GAs and K-means with interest in using GAs to feature selection for clustering. In [12, 13], 
GAs are used to evolve the features serving as the input for the K-means algorithm. The clustering solutions of K-
means algorithm are then evaluated and the resulting objective function on values is fed back to the GAs. Two co-
evolutionary algorithms are used for the feature weighting in [14]. 

In [15] an evolutionary algorithm for clustering is described, where the objective function is constructed 
through a message-based similarity function, which simulates messaging between objects and optimal centroids of the 
clusters. The performance of the approach is shown in different synthetic examples and also in real data sets from UCI 
repository [16]. 

GA is inspired by Darwin's theory of evolution; it is based on the ultimate survival of natural selection getting 
started with an initial population of solutions and using the selection operators, crossover and mutation which will try to 
improve them. The Genetic Algorithm consists of the following steps, [17, 18]: 
_______________________________________________________________ 
Step1. To create initial population, a group of chromosomes is randomly generated. 
Step2. Suitability of each population is calculated. 
Step3. According to the suitability, two people are selected as a parent. 
Step4. Parental chromosomes are combined to create new children. 
Step5. According to the probability assigned to the mutation, the children are mutated. 
Step6. The new population is replaced with current population. 
Step7. If the conditions are provided the algorithm stops, otherwise returns to step3, 
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2. Classical Genetic Algorithm 
In the following the Classical Genetic Algorithm for clustering issues will be discussed. 
 
2.1 Classical Genetic Algorithm for clustering problem 
Genetic Algorithms have been created with some changes in encoding Genetic Algorithm to be suitable for 
classification issues. The groups are shown by genes on the chromosomes. For example, if the chromosome is BCAC, 
the first gene is B, the second gene C, the third gene A and gene C is fourth. This chromosome indicates that the first 
data is in Group B, the second in Group C, the third in Group A and fourth is in Group C. 
The purpose of Genetic Algorithms is creation of children with better fitness than their parents. One of the simplest and 
classical crossover operator used is a single point crossover. To demonstrate the performance of this operator, consider 
two chromosomes ACBB and BCAA. Single point crossover randomly selects, which is called cutting and switching 
between sectors is performed as follows: 
 
The first parent: ACB |B       first child: ACBA 
 
Second parent: BCA |A        second child: BCA B 
 
Suppose first child is selected for mutation.  Mutation operator selects and changes the amount of second gene 
randomly, as follows: 
 
ACBA→ ABBA 
 
2.2 The weaknesses of Classical Genetic Algorithm for clustering problem 
Emmanuel Falkenauer, [19, 20], has propounded defects caused by acts of classical Genetic Algorithm on grouped 
issues. In his speech, this encoding method can have very adverse effect on the data. It is also possible that the solution 
of the crossover operator does not have even one attribute from both parents. For example, when parents selected for 
single-point crossover solutions offer the same solution to a classification problem, the operator may create children 
that are not valid solutions. Similarly, when a Genetic Algorithm is reached to the perfect solution of the problem, 
standard mutation with changes in successful chromosome, reduces the severity of merit solutions and possibly 
eliminate it from population. 
 
3. Grouping Genetic Algorithm 
Grouping Genetic Algorithm (GGA) was created in 1992 by Falkenauer [19], due to problems in Classical Genetic 
Algorithm for clustering issues. Grouping Genetic Algorithm corrects model of display and mutation and crossover 
operators with new encoding to produce solutions with high quality for every grouping problem.  
 
3.1 Encoding Grouping genetic algorithms 
  Falkenauer’s encoding of Genetic Algorithm includes a new section that is called grouping added to the original 
chromosome. For example, chromosome CACB, ABC groups are added such that any combination of the ABC that 
includes all groups is valid. In this encoding, the chromosomes can have a variable length. Chromosomes use several 
distinct types of elements in various combinations of groups with all sizes. Adding group section is the main difference 
of this encoding with previous methods, but in addition the operators of Grouping Genetic Algorithm also change the 
classification of Genetic Algorithms and run on both section of chromosomes [21]. 
 
3.2 The operator of Grouping Genetic Algorithms 
Grouping genetic operators perform crossover and mutation with some changes. The standard crossover changes some 
portions of chromosomes of parents to make their children. When standard crossover is applied in grouping problems, 
born chromosome can contain one or more groups that share the same content. Since each proposition may belong to a 
group, this implementation results in invalid chromosomes. 
To prevent the creation of invalid children, Falkenauer introduces a new crossover operator. The operator initially 
selected parents and a point as crossover point in their group section randomly, then the elements belonging to the 
selected groups was copied from the point of crossover of the first parent to child. Next, consider the second parent. 
Selected groups of elements belonging to the second parent are copied for children if the first parent is not specified. 
When standard encoding used, classical mutation can lead to some problems. If a minor transfers to a group randomly 
that does not have any similarity with other members, quality solutions can be very effective. Falkenauer mutation in 
the proposed model is as follows: 
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A new group created and current group is deleted then some propositions that were selected from their respective 
groups randomly are combined. For each choice, we should determine the innovative solution to be used. In During 
repeated generations, repeat the same algorithm. 
 
4. Grouping Genetic Algorithm for clustering problem 
In this part, the Falkenauer’s proposed algorithm is used for clustering problem. In fact, with particular attention to 
encoding, genetic operators and the implementation of a local search improve the quality of solutions and finally with 
an evolutionary island model the parallel algorithms will be discussed. 
The general process algorithm is as follows [22]: 
_______________________________________________________________ 
Step 1.  Form the initial population of chromosomes.  The encoding chromosomes must be valid for clustering. 
Step 2. Calculate the fitness of each chromosome. 
Step 3. Select the parent chromosomes by the operator based on rank [23], are from the population. 
Step 4.  Perform crossover operation to drive children chromosomes by combining parent chromosomes.  
Step 6.  Perform mutation to avoid uniformity population, with dynamic probability. 
Step 5.  Replace the new population that has been created by three former steps,   

         
How to encode: In this algorithm, each individual is shown with two parts:  
 C = [I | g] where I represents the element and g represents the group section of chromosome. Let X be the input vector: 

X = [x1, x2, x3, x4, x5] 
Consider the following chromosomes: 

[1 3 2 1 4|1234] 
 Regarding clustering problems, there are four genes in group section. These genes represent a cluster. In the element 
section, each gene indicates a cluster that is related to it. For example, the first gene in the elements of chromosome is 
one. This means that x1 belongs to one cluster. The second gene is three, which means that x2 belong to the three 
clusters.  This approach is continued to the end similarly [24]. 
Selection operator: For parental choice, the selection based on the rating is used in accordance with James et al. [25].  
Firstly, the quality of chromosomes based on distance functions and indices are calculated. Then according to given 
score to people, they have to be arranged in descending order. Ri, i	ൌ	1,	...	 .ε  displays rank of each person on the list 
and ε	is the population number.		
Fitness for an individual is defined [24] as follows  : 

F୧ ൌ
2 ∗ R୧

ε ∗ ሺε ൅ 1ሻ
 

Crossover operator: The crossover operator is the same as proposed by Falkenauer [19] and is modified as follows: 
 
Step 1. The first parents are selected and the point to be a crossover point in each group of them is determined. 
Step 2. Genes belonging to the selected group are copied from the first parent to child. 
Step 3. Genes belonging to the second person are copied if it is not specified in the first one. 
Step 4.  A group is determined randomly for the genes that do not belong to a group. 
Step 5. The cluster is deleted if it is empty. 
Step 6. Finally members of the chromosomes of child are renamed. 
 
To search properly, the probability of crossover changing dynamically is defined as follows: 

pୡሺkሻ ൌ pୡ୧ ൅
j
TG

ሺpୡ୧ െ pୡ୤ሻ 

In the above equation,		݌௖ሺ݇ሻ  is the probability of crossover used in k-th generation and TG fixed for the total number 
of generation in algorithm that is determined by repeating the test ݌௖௜ and 	݌௖௙ as considered the initial and final values 
for probability. 
Example1: Two chromosomes randomly selected as a parent and then from each group section, two clusters are 
randomly selected: 
First parent = [1 3 2 1 4 1 3 4 2 1|1 2 3 4] 
Second parent = [3 1 2 1 3 2 3 2 2 2|1 2 3 4] 
To begin with, the identified genes are copied from the first parent to child: 
child = [- 3 2 - - 3 - 2-|2 3]  
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If the genes identified by the second parent are not specified in the first, the copy is for children. Since both parents 
have clusters 1 and 2, the names of clusters of second parent, 2 and 1 are changed to * 2 and * 1 for the chromosome 
child:   
The child = [- 3 2 2* -2* 3 – 2 2*| 2 3 2* 1*] 
Genes that does not  belong to a cluster are randomly completed with one of the new clusters and then if there are 
empty clusters it is removed from the group:  
The child = [ 2* 3 2 2* 1* 1* 3 2 2 2* |2 32* 1*] 
Finally the child chromosomes according to the new numbering are arranged and instead of * 1and * 2 replaced 3and 4 
their genes are changed to the new values of 3, 4. 
The child = [32 1 3 3 4 2 1 1 4 | 1 2 3 4] 
For cases when the algorithm suffers local optimal, it helps algorithm to find new areas to search with the changes in 
each of the chromosomes with low probability. Two different types of mutation were studied: 
A) Mutation by gaping clusters: One cluster in this way is selected for mutation. Clusters with more genes have more 
chance of being selected for mutation. Genes of clusters thus chosen are divided into two categories; one of the 
categories is in the initial cluster while another is named with n + 1, where n shows the total number of clusters. For 
example, consider the following chromosomes: 
p = [3 2 1 3 1 3 1 | 1 2 3] 
In this chromosome, the third cluster is split in two. Data belonging to the third cluster x1, x4 and x6 are with equal 
probability belong to two groups: x1 is in the third cluster and x6 and x4 are in the new cluster. 
Because the total number of clusters is three, the new cluster is named fourth cluster. Chromosome child is changed as 
follows: 

C = [3 2 1 4  1  4 1 | 1 2 3  4] 
B) Mutations by combining clusters: Unlike previous methods here data belonging to two clusters are replaced in one 
cluster. In this method clusters are also chosen and cluster with a larger size has more chance to be selected. Assume the 
following chromosome mutation is selected: 

P = [3 2 1 3 1 3 1 | 1 2 3] 
With the mutation data clusters of two and three are replaced in the cluster with smaller number, that means two. 

C = [2  2 1 2  1 2  1 | 1 2] 
The probability mutation is also dynamically considered as: 

௠ሺ݇ሻ݌ ൌ ௠௜݌	 ൅	
݆
ܩܶ

	ሺ݌௠௙ െ  ௠௜ሻ݌

Here ݌௠ሺ݇ሻ  is the probability of mutation in the k-th generation and TG is a fixed value for the number of total 
generations and the probable values for the first generation and last generation are	݌௠௜	ܽ݊݀		݌௠௙, respectively. The 
best values for	݌௠௜	ܽ݊݀		݌௠௙ are considered. These are selected with repeated use and testing. 
Replacement and elitism: Crossover and mutation are applied to form a new population to be replaced with current 
population. The algorithm identifies the elite in each population and transmits to next generation. This is achieved 
quickly to the optimal solution. 
Local search: In this algorithm with a small probability p୦ for each individual search is performed on the individual 
element. As long as the optimal value for the objective function is not reached, the individual chromosomes are 
modified; the operator used here is likely the crossover operator. 
Island model: to improve the efficiency of the algorithm; the model has islands; each island tries to get the best 
generation. Elite people in each island can move freely between the islands. In fact, migration is performed elitist 
between the islands, this causes reaching to a solution faster. 
The migration process is done in three steps: 
1. Selection of people who have most fitness in each island. 
2. A destination island is randomly selected for an elite migrating to it. 
3. One person is randomly selected to replace with elite in Destination Island [24]. 
 
Example2: We want to divide workers between three parts of a factory. 
 
For this division there is a restriction, such as the coordination of education and jobs to the area the skill of the worker 
and some other items have been tested. Let studied chromosomes to be as follows: 
[1 2 1 1 1 2 2 1 3 3 |1 2 3]  
Three parts of factories are grouped in our question. Local search for each worker calculates fitness chromosomes when 
the workers belong to other groups. The object is to place it in the best group which has the best fitness function value. 
The amount of fitness of each worker for three groups is calculated as shown in Table 1: 
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Group3 Group2 Group1 Worker 
9 80 65 1# 

  41 32 16 2# 
10 34 62 3# 

 16 12 82 4# 
19 10 74 5# 

  8 43 13 6# 
 4 20 76 7# 

9 46 69 8# 
25 11 53 9#  

84 8 78 
 

10#  
 

Table 1: The fitness of workers in different parts of factory 
 
According to the Table1, for the first worker, the fitness function for the first group is 65, second group is 80 and third 
group is 9. So the best group that first worker could belong to it is the second group.  Regarding second worker, the 
fitness function when placed in the first group is 16, the second group is 32 and the third group is 41, so the best group 
that second worker could belong to it is the third group. While the second worker in the chromosomes presented above, 
is in the second group; this must be corrected. This changing continues so on. At the end the chromosome is changed in 
the following format: 

[1 2 1  1 1 2 2 1 3 3 |1 2 3]   →[1 3  1 1 1 2 1 1 1 3 |1 2 3] 
 
Search for all chromosomes must be done with a small probability. Each chromosome is evaluated when its genes are 
moved. 
 
5. A new way to improve Grouping Genetic Algorithm 
In many meta-heuristic algorithms such as Genetic Algorithms that initial solution is randomly selected, there is the 
possibility of production of local optimal, which prevent them from reaching the optimal solution or slows down the 
process of reaching an answer. 
To fix this problem and speed up to reaching solution, we try to combine Grouping Genetic Algorithm and DBSCAN, 
to present a new algorithm for clustering. 
 
5.1 The combination of Grouping Genetic Algorithm and DBSCAN 
We use a combination of clustering method. This means that in the problem of clustering, DBSCAN method is used for 
clustering the initial population. Then the algorithm uses the results to obtain the final and optimal clustering. 
Encoding: chromosomes encoded similar to GGA algorithm. From now on the order of GGA is Grouping Genetic 
Algorithm and IMGGA, Improved Grouping Genetic Algorithms which is proposed for clustering problems. The 
results of implementation with regard to the fixed length for the chromosomes have been investigated. 
 Use K-mean algorithm for finding cluster centers: Based on the chromosomes, each center of clusters are computed. 
Consider the following chromosome that is randomly generated: 

[1 2 2 1 1 2 2 2 3 3 1 2 1 3 1|1 2 3] 
As a result, the clustering of chromosomes is as follows: 

C1 = [x1, x4, x5, x11, x13, x15], C2 = [x2, x3, x6, x7, x8, x12], C3 = [x9, x10, x14] 
Suppose data are two-dimensional as follows: 
x1 =(1.4,6.7)  , x2=(10.4, 3) ,x3=(11,1.5) ,  x4= (8 , 2) , x5=(1,1) 
 x6=(9 , 9)  , x7=(1.3 ,4.3) , x8=(3,3) , x9=(0,1.2)    x10= (5.2 ,7.1)  
 x11=(6 ,2) , x12=(6.5 , 1) , x13=(2 ,2 ) , x14=(5,1) , x15=(18, 12) 
Average data are calculated for each cluster and are considered as cluster centers. The result of the cluster centers is as 
follows: 
Average of cluster 1: (6.06, 4.28) 
Average of cluster 2: (6.86, 3.63)  
Average of cluster 3: (3.4, 3.1) 
The new center replaces the old center. 
 Use K-mean algorithm for modifying chromosome results: For each chromosome distance data from each cluster 
centers are calculated. Data is placed in the cluster that is closest to the center. 
Selection operation: For selecting the parent we can choose the Roulette wheel with a selection of elite persons to 
choose parents to retain the best people in each generation.  This method improves the selection process and saves the 
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best ones. By choosing elite, the best solution in each generation   increases with time evenly.  If we do not use elitist 
selection, random errors may make people disappear. 
Crossover: The crossover operator is the same as proposed by Falkenauer.  
Mutation: Single-point mutation is used.  
 Replacing: The population will replace current population.  
The stopping criterion: Algorithm stops after a defined number of generations. 
6. Experiments 
Experiments on Iris data sets, wine and the balance by GGA and IMGGA using RAND index have been studied and the 
results are shown in the following Table 2: 
 

Number of repetitions Data set algorithm 
132 Iris GGA 
147 Wine 
118 Balance 
97 Iris IMGGA 
88 Wine 
85 Balance 

Table 2: Experiments result on Iris data sets, wine and the balance by GGA and IMGGA 
 
Evaluation charts of GGA and IMGGA for grouping data of above Table can be observed in the following Figures: 
 

 
Figure1: Evaluation charts of GGA for iris data                 Figure2: Evaluation charts of IMGGA for iris data 
            

 
Figure3: Evaluation charts of GGA for wine data                  Figure4: Evaluation charts of IMGGA for wine data 
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Figure5: Evaluation charts of GGA for balance data           Figure6: Evaluation charts of IMGGA for balance data 

 
The results show that although both cases get the index value as the final results, but as it can be observed 

IMGGA achieves the optimal solution faster with fewer numbers of iterations generally. The results show that in 70% 
of cases, the proposed algorithm is better than the GGA. In fact, the improved algorithm can achieve the optimal 
solution more quickly. 
 
7. Conclusion 
This paper introduced several efficient methods in clustering problems. These techniques include:  
A) Grouping Genetic Algorithm  
B) Grouping Genetic Algorithm for clustering problem 
 Grouping Genetic Algorithm is derived from Classical Genetic Algorithm for clustering problems and improved the 
previous model. 
In improved clustering algorithm, a perfect description of operators and other implementation details, such as local 
search was presented. The idea of island was introduced to improve the implementation of the algorithm. Finally, a 
proposed algorithm for clustering was presented and its performance was tested and the results showed good 
performance in order to reach the optimal solution.  
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