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#### Abstract

In this paper, we present a new accurate and simple approach for the numerical solution of initial value problems with Caputo type fractional derivative of order $\alpha>0$. The method is based upon expanding fractional derivative of unknown solution in term of Jacobi polynomials. The properties of Jacobi polynomial are then utilized to reduce the fractional initial value problem to the solution of algebraic equations. Through several numerical examples, the accuracy and validity of the method are reported.


Keywords: Fractional Calculus, Caputo fractional derivatives, Fractional initial value problem, Jacobi polynomials, Jacobi-Gauss quadrature.

## 1. INTRODUCTION

In this paper, we consider the fractional differential equation

$$
y^{(\alpha)}(t)=f(t, y(t)), \alpha>0
$$

subject to the following initial conditions

$$
y^{(p)}(0)=y_{0}^{(p)}, p=0, \cdots,[\alpha]
$$

where $f$ is an arbitrary function, $y^{(p)}, p=0, \cdots,[\alpha]$ is the $p$-th derivative of $y$ and $y_{0}^{(p)}, p=0, \cdots,[\alpha]$ are the special initial conditions. Furthermore $y^{(\alpha)}(t)$ is the Caputo type fractional derivative of order $\alpha$, defined by

$$
y^{(\alpha)}(t)=\frac{d^{\alpha}}{d t^{\alpha}}\{y(t)\}=\frac{1}{\Gamma([\alpha]+1-\alpha)} \int_{0}^{t} \frac{f^{([\alpha]+1)}(\tau)}{(t-\tau)^{\alpha-[\alpha]}} d \tau
$$

For more details on fractional derivative concepts and another definitions for the fractional derivative, see [17, 23].

Fractional initial value problems (FIVPs) arise in some application areas. See for instance the fractional oscillation equation [19, 23], the linear and nonlinear fractional Bagley-Torvik equation [12], the Basset equation [11, 20], the fractional Lorenz system [3, 29], the fractional dynamical systems [13, 31], and etc.

Several methods have recently been proposed to solve the FIVPs. In [22], Oturanc et al. gave an analytical method for fractional differential equation, Galeone [15] used the Adams multistep methods for FIVPs, In [4], Arikoglu et al. used differential transform method for FIVPs. As the other numerical approach to solve the fractional ordinary and partial differential equations, we refer to [10, 24, 26, 28, 7, 30, 21].

In this paper, by establishing a relationship between Jacobi polynomials and fractional derivatives, a unified method for solution of FIVPs is presented. The Jacobi polynomials have been used extensively in mathematical analysis and numerical solution of differential equations (cf. [6]). Our proposed methods are based on the approximation of unknown solution by using a $n$-term Jacobi polynomials expansion. Then properties of Jacobi polynomial and Jacobi-Gauss quadrature are utilized to reduce the FIVP to a system of algebraic equations. The main advantage of the presented method is that it gains efficient results even with using a small number of discretization parameter $n$.

## 2. SOME PRELIMINARIES

In this section, we briefly review the Jacobi polynomial and Jacobi-Gauss quadrature rule $[6,14,16]$.

[^0]
### 2.1 Jacobi Polynomials

The well-known Jacobi polynomials $P_{n}^{(a, b)}, n=0,1, \cdots$ are given explicitly by

$$
\begin{equation*}
P_{i}^{(a, b)}(x)=\sum_{m=0}^{i} \frac{(-1)^{i-m}(1+b)_{i}(1+a+b)_{i+m}}{m!(i-m)!(1+b)_{m}(1+b+a)_{i}}\left(\frac{x+1}{2}\right)^{m} \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
(a)_{k}=a(a+1) \cdots(a+k-1),(a)_{0}=1 \tag{2}
\end{equation*}
$$

These polynomials can be expressed equivalently by other explicit formula or by the Rodrigues formula [6, 14, 16]. In practice, we can use the recurrence Bonnet's relation to generate Jacobi polynomials,

$$
\begin{aligned}
& P_{0}^{(a, b)}(x)=1, P_{1}^{(a, b)}(x)=\frac{1}{2}[(a-b)+(a+b+2) x], \\
& P_{n+1}^{(a, b)}(x)=\left(a_{n} x+b_{n}\right) P_{n}^{(a, b)}(x)-\gamma_{n} P_{n-1}^{(a, b)}(x), n=1,2, \cdots,
\end{aligned}
$$

with

$$
\begin{aligned}
& a_{n}=\frac{(2 n+a+b+1)(2 n+a+b+2)}{2(n+1)(n+a+b+1)} \\
& b_{n}=\frac{(2 n+a+b+1)\left(a^{2}-b^{2}\right)}{2(n+1)(n+a+b+1)(2 n+a+b)} \\
& \gamma_{n}=\frac{(n+a)(n+b)(2 n+a+b+2)}{(n+1)(n+a+b+1)(2 n+a+b)}
\end{aligned}
$$

These expressions show that $P_{n}^{(a, b)}(x)$ are analytic functions of parameters $a$ and $b$. The classical Jacobi polynomials correspond to the parameters $a, b>-1$. For these parameters, the Jacobi polynomials are orthogonal on the canonical interval $[-1,1]$ with respect to the weight function $(1-x)^{a}(1+x)^{b}$. i.e.,

$$
\int_{-1}^{1} P_{n}^{(a, b)} P_{m}^{(a, b)}(1-x)^{a}(1+x)^{b} d x= \begin{cases}0, & 2^{a+b+1}  \tag{3}\\ n!(2 n+a+b+1) & \frac{\Gamma(n+a+1) \Gamma(n+b+1)}{\Gamma(n+a+b+1)},\end{cases}
$$

As a result, all the zeros of $P_{n}^{(a, b)}(x)$ are simple and belong to the interval $(-1,1)$.

### 2.2 Jacobi-Gauss Points and Quadratures

For a given positive integer $n$, we denote the Jacobi-Gauss points, with parameters $a$ and $b$, by $\left\{\xi_{i}^{(a, b)}\right\}_{i=0}^{n}$, which is the set of $n+1$ roots of $P_{n+1}^{(a, b)}(x)$.
The Jacobi-Gauss quadrature rule, with parameters $a$ and $b$, is based on Jacobi-Gauss points $\left\{\xi_{i}^{(a, b)}\right\}_{i=0}^{n}$, and can be used to approximate the integral of a function over the range $[-1,1]$ with weight $(1-x)^{a}(1+x)^{b}$ as

$$
\begin{equation*}
\int_{-1}^{+1} f(x)(1-x)^{a}(1+x)^{b} d x ; \sum_{i=0}^{n} \omega_{i}^{(a, b)} f\left(\xi_{i}^{(a, b)}\right) \tag{4}
\end{equation*}
$$

where $\omega_{i}^{(a, b)}, i=0, \cdots, n$ are Jacobi-Gauss quadrature weights. The Jacobi-Gauss points and weights may be determined by accurate and stable methods [16]. Also it is well known that Jacobi-Gauss quadrature has degree of exactness $2 n+1$, i.e. it is exact whenever $f(x)$ is a polynomial of degree equal or less than $2 n+1$.

## 3. The Present Method

At first, we present the following theorem that has a key rule in our method.
Theorem 3.1 For $\alpha>0$ and $0<x<\ell$, we have

$$
\frac{d^{\alpha}}{d x^{\alpha}}\left\{x^{\alpha} P_{i}^{(0, \alpha)}\left(\frac{2 x}{\ell}-1\right)\right\}=g_{i} P_{i}^{(\alpha, 0)}\left(\frac{2 x}{\ell}-1\right)
$$

where $g_{i}=\frac{\Gamma(i+\alpha+1)}{\Gamma(i+1)}, i=0, \cdots, n$.

Proof 3.1 By substituting $t=\frac{2 x}{\ell}-1$ in Eq.(1), we have

$$
x^{\alpha} P_{i}^{(0, \alpha)}\left(\frac{2 x}{\ell}-1\right)=\sum_{m=0}^{i} \frac{(-1)^{i-m}(1+\alpha)_{i+m}}{m!(i-m)!(1+\alpha)_{m}} \frac{x^{m+\alpha}}{\ell^{m}}
$$

now by taking the Riemann-Liouville fractional derivative of order $\alpha$ of both side, we get

$$
\frac{d^{\alpha}}{d x^{\alpha}}\left\{x^{\alpha} P_{i}^{(0, \alpha)}\left(\frac{2 x}{\ell}-1\right)\right\}=\sum_{m=0}^{i} \frac{(-1)^{i-m}(1+\alpha)_{i+m}}{m!(i-m)!(1+\alpha)_{m}} \frac{1}{\ell^{m}} \frac{d^{\alpha}}{d x^{\alpha}}\left\{x^{m+\alpha}\right\} .
$$

By noting that $\frac{d^{\alpha}}{d x^{\alpha}}\left\{x^{m+\alpha}\right\}=\frac{\Gamma(m+\alpha+1)}{\Gamma(m+1)} x^{m}, \alpha>0, m=0,1, \cdots$, we conclude

$$
\begin{aligned}
& \frac{d^{\alpha}}{d x^{\alpha}}\left\{x^{\alpha} P_{i}^{(0, \alpha)}\left(\frac{2 x}{\ell}-1\right)\right\}=\sum_{m=0}^{i} \frac{(-1)^{i-m}(1+\alpha)_{i+m} \Gamma(m+\alpha+1)}{m!(i-m)!(1+\alpha)_{m} \Gamma(m+1)}\left(\frac{x}{\ell}\right)^{m} \\
& =\frac{\Gamma(i+\alpha+1)}{\Gamma(i+1)} P_{i}^{(\alpha, 0)}\left(\frac{2 x}{\ell}-1\right)
\end{aligned}
$$

For sake of simplicity, we consider the case $0<\alpha<2$. Furthermore, the case $\alpha \geq 2$ does not seem to be of major practical interest. However the presented method is simply extended for the case $\alpha \geq 2$. Indeed, we consider the following fractional initial value problem

$$
\begin{align*}
& y^{(\alpha)}(x)=f(x, y(x)), 0<x<\ell,  \tag{5}\\
& y(0)=a,  \tag{6}\\
& y^{\prime}(0)=b, \tag{7}
\end{align*}
$$

where the second initial condition (7) is for $\alpha>1$ only. For $\alpha \leq 1$, we approximate $y(x)$ as

$$
\begin{equation*}
y(x) ; \quad \tilde{y}_{n}(x)=a+\sum_{i=0}^{n} c_{i} x^{\alpha} P_{i}^{(0, \alpha)}\left(\frac{2 x}{\ell}-1\right) \tag{8}
\end{equation*}
$$

and for $1<\alpha \leq 2$, we approximate $y(x)$ by

$$
\begin{equation*}
y(x) ; \quad \widetilde{y}_{n}(x)=a+b x+\sum_{i=0}^{n} c_{i} x^{\alpha} P_{i}^{(0, \alpha)}\left(\frac{2 x}{\ell}-1\right) \tag{9}
\end{equation*}
$$

Note that the approximation (8) satisfies initial condition (6) and the approximation (9) satisfies initial conditions (6) and (7). For summarizing the both cases, we set

$$
\begin{equation*}
\widetilde{y}_{n}(x)=a+b^{*} x+\sum_{i=0}^{n} c_{i} x^{\alpha} P_{i}^{(0, \alpha)}\left(\frac{2 x}{\ell}-1\right) \tag{10}
\end{equation*}
$$

where

$$
b^{*}= \begin{cases}0, & \alpha \leq 1 \\ b, & 1<\alpha \leq 2\end{cases}
$$

In view of Theorem 3.1, we can approximate $y^{(\alpha)}(x)$ as

$$
\begin{equation*}
y^{(\alpha)}(x) ; \quad \widetilde{y}_{n}^{(\alpha)}(x)=\sum_{i=0}^{n} c_{i} g_{i} P_{i}^{(\alpha, 0)}\left(\frac{2 x}{\ell}-1\right) \tag{11}
\end{equation*}
$$

By substituting (10) and (11) in fractional ODE (5), we get

$$
\sum_{i=0}^{n} c_{i} g_{i} P_{i}^{(\alpha, 0)}\left(\frac{2 x}{\ell}-1\right)=f\left(x, a+b^{*} x+\sum_{i=0}^{n} c_{i} x^{\alpha} P_{i}^{(0, \alpha)}\left(\frac{2 x}{\ell}-1\right)\right)
$$

Now by multiplying both side of above equations by $P_{k}^{(\alpha, 0)}\left(\frac{2 x}{\ell}-1\right)\left(1-\frac{x}{\ell}\right)^{\alpha}$ and integrating them in the interval $[0, \ell]$, we get

$$
\begin{aligned}
& \sum_{i=0}^{n} c_{i} g_{i} \int_{0}^{\ell} P_{i}^{(\alpha, 0)}\left(\frac{2 x}{\ell}-1\right) P_{k}^{(\alpha, 0)}\left(\frac{2 x}{\ell}-1\right)\left(1-\frac{x}{\ell}\right)^{\alpha} d x= \\
& \quad \int_{0}^{\ell} f\left(x, a+b^{*} x+\sum_{i=0}^{n} c_{i} x^{\alpha} P_{i}^{(0, \alpha)}\left(\frac{2 x}{\ell}-1\right)\right) P_{k}^{(\alpha, 0)}\left(\frac{2 x}{\ell}-1\right)\left(1-\frac{x}{\ell}\right)^{\alpha} d x
\end{aligned}
$$

By applying transformation $x=\frac{\ell}{2}(\xi+1)$, and by using orthogonality property (3), finally we get

$$
\begin{aligned}
& \frac{2^{2 \alpha+2}}{\ell(2 k+\alpha+1)} g_{k} c_{k}= \\
& \int_{-1}^{1} f\left(\ell \frac{\xi+1}{2}, a+\ell b^{*} \frac{\xi+1}{2}+\sum_{i=0}^{n} c_{i}\left(\ell \frac{\xi+1}{2}\right)^{\alpha} P_{i}^{(0, \alpha)}(\xi)\right) P_{k}^{(\alpha, 0)}(\xi)(1-\xi)^{\alpha} d \xi
\end{aligned}
$$

Now, in order to obtain high order accuracy, the integral term in above equation is approximated by using Jacobi Gauss quadrature (4) and we get

$$
\begin{aligned}
& \frac{2^{2 \alpha+2}}{\ell(2 k+\alpha+1)} g_{k} c_{k}= \\
& \sum_{j=0}^{n} \omega_{n, j}^{(\alpha, 0)} f\left(\hat{\tau}_{n, j}^{(\alpha, 0)}, a+b^{*} \tau_{n, j}^{(\alpha, 0)}+\sum_{i=0}^{n} c_{i}\left(\hat{\tau}_{n, j}^{(\alpha, 0)}\right)^{\alpha} P_{i}^{(0, \alpha)}\left(\tau_{n, j}^{(\alpha, 0)}\right)\right) P_{k}^{(\alpha, 0)}\left(\tau_{n, j}^{(\alpha, 0)}\right), \\
& \quad k=0, \cdots, n
\end{aligned}
$$

where $\hat{\tau}_{n, j}^{(\alpha, 0)}=\ell \frac{\tau_{n, j}^{(\alpha, 0)}+1}{2}, j=0, \cdots, n$. The above equations form a (nonlinear) system of algebraic equations. By solving it, we can find unknown coefficients $c_{i}, i=0, \cdots, n$ and the approximation (10) is followed.

## 4. NUMERICAL ILLUSTRATION

This section is devoted to the numerical experiments. We implemented the proposed method for numerical solution of FIVPs with Matlab in a personal computer. Meanwhile, we use Matlab routines provided by Gautschi [16] in our implementation to generate Jacobi-Gauss nodes and weights.

Table. 1 lists some FIVPs, which are used as test examples in our simulations and reports. In this table, $E_{a, b}$ is Mittag-Leffler function[23],

$$
E_{a, b}(t):=\sum_{k=0}^{\infty} \frac{t^{k}}{\Gamma(a k+b)}, \quad a, b>0
$$

This function plays the same role in differential equations of fractional order which the exponential function $e^{t}$ plays in ordinary differential equations; in fact, $E_{1,1}(t)=e^{t}$.
At first, we apply our method to Ex. 1 , with $\alpha=1.3, \ell=20$ and $n=2,4,6$ and $n=30$. The resulting
solutions and exact solution are plotted in Fig. 4.a. We see that, the presented method is provides accurate results even with using $n=6$. Also the error of obtained solution with $n=30$ is plotted in Fig. 4.b.
To explore the dependence of errors on the parameter $n$, we use the following notation

$$
e_{n}=\underset{1\lceil j \square 10000}{\operatorname{Max}}\left|y\left(t_{j}\right)-\tilde{y}_{n}\left(t_{j}\right)\right|, \quad t_{j}=j \frac{\ell}{10000}, j=1, \cdots, 10000
$$

and we plot $e_{n}$ for Ex. $1(\alpha=1.8$ and $\ell=6)$, Ex. $2(\alpha=1.2$ and $\ell=1)$ and Ex. $3(\alpha=0.3, \ell=1$, $c=100$ and $k=10)$ in Fig. 5. This figure shows that the presented method converges quickly.
To make a comparison, we consider the four numerical methods [1, 10, 18, 25] which are investigated in [2]. In Tables. 2 and 3, the obtained results of these methods and our method, for Ex. 1 with $\alpha=0.25, \alpha=1.5$ and $\ell=6.4$ are reported.
In final, we apply our method to Ex. 4 , with $n=30$ and $\alpha=0.2,0.4, \cdots, 1.8,2$. The results are plotted in Fig. 6. We mention that when $\alpha=1$ and $\alpha=2$ the exact solutions are $y(x)=\frac{1}{2}\left((1+x) e^{-x}-\cos (x)\right)$ and $y(x)=\frac{1}{2} x^{2} e^{-x}$ respectively. These exact solutions are highlighted in this figure.

Also in Table. 4, the obtained values of $\tilde{y}_{n}(x)$ in $x=1,2,3,4,5$ with $n=10,50,100$ are presented. Through this Table, the accuracy and convergence rate of presented method for Ex. 4 are shown.


Figure 1: (left) Comparison between exact solution and obtained solutions by the present method for Ex. 1 with $n=2,4,6$.
(right) Plot of error $y(x)-\widetilde{y}_{n}(x)$ for $n=30$.


Figure 2: Error $e_{n}$ as a function of discretization parameter $n$ for Examples 1-3.


Figure 3: Comparison of obtained solution of Ex. 4 by the present method with $n=3$ for various values of $\alpha$
Table 1: Some Fractional Initial Values Problems


Table 2: Comparison of errors between some numerical methods and our method at different $x$ for Ex. 1 with $\alpha=0.25$

|  | Methods (with $h=0.00625(n=1024)$ ) |  |  |  |  | Presented Method |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x$ | Ref.[10] | Ref.[1] | ef.[18] | Ref.[25] | $n=10$ | $n=100$ |  |
| 0.8 | $-5.01 \mathrm{e}-5$ | $-2.76 \mathrm{e}-5$ | $-3.29 \mathrm{e}-5$ | $1.06 \mathrm{e}-3$ | $-2.77 \mathrm{e}-4$ | $-1.83 \mathrm{e}-6$ |  |
| 1.6 | $2.46 \mathrm{e}-5$ | $-1.36 \mathrm{e}-5$ | $-1.62 \mathrm{e}-5$ | $5.34 \mathrm{e}-4$ | $8.89 \mathrm{e}-4$ | $2.36 \mathrm{e}-6$ |  |
| 2.4 | $-1.61 \mathrm{e}-5$ | $-8.91 \mathrm{e}-6$ | $-1.06 \mathrm{e}-5$ | $3.58 \mathrm{e}-4$ | $-6.48 \mathrm{e}-4$ | $1.12 \mathrm{e}-7$ |  |
| 3.2 | $-1.19 \mathrm{e}-5$ | $-6.58 \mathrm{e}-6$ | $-7.83 \mathrm{e}-6$ | $2.70 \mathrm{e}-4$ | $4.35 \mathrm{e}-4$ | $-7.88 \mathrm{e}-7$ |  |
| 4.0 | $-9.39 \mathrm{e}-6$ | $-5.20 \mathrm{e}-6$ | $-6.17 \mathrm{e}-6$ | $2.17 \mathrm{e}-4$ | $-1.71 \mathrm{e}-4$ | $-1.37 \mathrm{e}-6$ |  |
| 4.8 | $-7.73 \mathrm{e}-6$ | $-4.28 \mathrm{e}-6$ | $-4.91 \mathrm{e}-6$ | $1.82 \mathrm{e}-4$ | $1.33 \mathrm{e}-4$ | $3.35 \mathrm{e}-7$ |  |
| 5.6 | $-6.69 \mathrm{e}-6$ | $-3.76 \mathrm{e}-6$ | $-4.72 \mathrm{e}-6$ | $1.57 \mathrm{e}-4$ | $-5.58 \mathrm{e}-4$ | $2.10 \mathrm{e}-6$ |  |
| 6.4 | $-9.55 \mathrm{e}-6$ | $-7.02 \mathrm{e}-6$ | $-7.25 \mathrm{e}-6$ | $1.35 \mathrm{e}-4$ | $-3.50 \mathrm{e}-3$ | $-2.36 \mathrm{e}-5$ |  |

Table 3: Comparison of errors between some numerical methods and our method at different $x$ for Ex. 1 with $\alpha=1.5$

|  | Methods (with $h=0.1(n=64)$ ) |  |  |  | Presented Method |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x$ | Ref.[10] | Ref.[1] | Ref.[18] | Ref.[23] | $n=10$ | $n=50$ |
| 0.8 | $3.53 \mathrm{e}-4$ | $2.63 \mathrm{e}-5$ | $3.57 \mathrm{e}-5$ | $1.26 \mathrm{e}-6$ | -2.46e-5 | -8.1011e-9 |
| 1.6 | $1.77 \mathrm{e}-4$ | $1.60 \mathrm{e}-5$ | $2.84 \mathrm{e}-5$ | -2.53e-6 | $8.24 \mathrm{e}-6$ | -5.63e-9 |
| 2.4 | -1.96e-4 | $3.65 \mathrm{e}-6$ | $1.19 \mathrm{e}-5$ | -5.67e-6 | -1.19e-5 | -7.88e-10 |
| 3.2 | -4.07e-4 | $-3.73 \mathrm{e}-6$ | -1.06e-6 | -4.60e-6 | $1.50 \mathrm{e}-5$ | $1.59 \mathrm{e}-9$ |
| 4.0 | -3.58e-4 | -5.52e-6 | -6.89e-6 | -2.75e-6 | -1.81e-5 | $1.80 \mathrm{e}-9$ |
| 4.8 | -1.55e-4 | -3.98e-6 | -6.92e-6 | -8.23e-7 | $2.08 \mathrm{e}-5$ | -4.26e-10 |
| 5.6 | $4.62 \mathrm{e}-4$ | -1.62e-6 | -4.24e-6 | $1.86 \mathrm{e}-6$ | $3.39 \mathrm{e}-6$ | $2.10 \mathrm{e}-9$ |
| 6.4 | $1.50 \mathrm{e}-4$ | $7.68 \mathrm{e}-8$ | -1.37e-6 | $3.47 \mathrm{e}-6$ | $1.43 \mathrm{e}-4$ | $1.83 \mathrm{e}-8$ |

Table 4: The resulting value of the presented method on Ex. 4 for $\widetilde{y}_{n}(x)$ in $x=1,2,3,4,5$ with $n=10,50,100$.

| $x$ | $n=10$ | $n=50$ | $n=100$ |
| :---: | :---: | :---: | :---: |
| $x=1$ | $\mathbf{1 . 5 7 8 5 3 3 7 5 7 4 6 0} e-1$ | $\mathbf{1 . 5 7 8 5 1 6 6 2 5 5} 28 e-1$ | $\mathbf{1 . 5 7 8 5 1 6 6 2 5 5 6 9} e-1$ |
| $x=2$ | $\mathbf{3 . 4 1 4 7 3 0 0 7 6 5 0 1 e - 1}$ | $\mathbf{3 . 4 1 4 7 2 6 5 9 2 9 2 7} e-1$ | $\mathbf{3 . 4 1 4 7 2 6 5 9 3 0 7 0} e-1$ |
| $x=3$ | $\mathbf{3 . 2 2 1 6} 1163682 e-1$ | $\mathbf{3 . 2 2 1 6 3 8 3 5 2 9 3 2} e-1$ | $\mathbf{3 . 2 2 1 6 3 8 3 5 2 8 7 6} e-1$ |
| $x=4$ | $\mathbf{1 . 8 7 9 3} 46621946 e-1$ | $\mathbf{1 . 8 7 9 3 7 1 2 4 2 4 0 7} e-1$ | $\mathbf{1 . 8 7 9 3 7 1 2 4 2 5 2 0} e-1$ |
| $x=5$ | $\mathbf{6 . 2 6 5 4 6 4 9 7 2 0 3} 1 e-2$ | $\mathbf{6 . 2 6 4 0 7 2 2 0 1 2 5 6} e-2$ | $\mathbf{6 . 2 6 4 0 7 2 1 9 0 5 3 4} e-2$ |

## 5. CONCLUSION

In the present work, a numerical procedure has been developed for obtaining the solution of fractional initial value problems. In this method the Jacobi polynomials were used to reduce the fractional initial value problem to a system of algebraic equations. The method is characterized by simplicity, efficiency and it is also readily implemented. By some numerical examples, we analyzed the accuracy and validity of the presented method through simulations. We believe that the presented method in this work can be extended to solve the multiterm fractional differential equations.

## REFERENCES

[1] Om P. Agrawal, Block-by-block method for numerical solution of fractional differential equations, in: Proceedings of IFAC2004, First IFAC Workshop on Fractional Differentiation and Its Applications. Bordeaux, France, July 19ï ${ }_{\mathrm{G}}^{1 / 2}-21$ (2004), 19ïi ${ }_{\mathrm{i}}^{1 / 2}$-21.
[2] Om P Agrawal and Pankaj Kumar, Comparison of five numerical schemes for fractional differential equations, Advances in fractional calculus, Springer, Dordrecht, 2007, pp. 43-60.
[3] R. Nazar C.P. Li A.K. Alomari, M.S.M. Noorani, Homotopy analysis method for solving fractional lorenz system, Commun. Nonlinear Sci. Numer. Simul, Volume 15, Issue 7, July 2010, 1864-1872.
[4] Aytac Arikoglu and Ibrahim Ozkol, Solution of fractional differential equations by using differential transform method, Chaos Solitons Fractals 34 , 2007, no. 5, 1473-1481.
[5] T. M. Atanackovic and B. Stankovic, On a numerical scheme for solving differential quations for fractional order, Mech. Res. Comm. 35, 2008, no. 7, 429-438.
[6] Kanti B. Datta and B. M. Mohan, Orthogonal functions in systems and control, Advanced Series in Electrical and Computer Engineering, vol. 9, World Scientific Publishing Co. Inc., River Edge, NJ, 1995.
[7] Mehdi Dehghan, Jalil Manafian, and Abbas Saadatmandi, Solving nonlinear fractional partial differential equations using the homotopy analysis method, Numer. Methods Partial Differential Equations. 26, 2010, no. 2, 448-479.
[8] Kai Diethelm, An investigation of some nonclassical methods for the numerical approximation of Caputo-type fractional derivatives, Numer. Algorithms. 47, 2008, no. 4, 361-390.
[9] Kai Diethelm, An improvement of a nonclassical numerical method for the computation of fractional derivatives, J. Vibr. Acoust. 131, 2009, no. 1, 214-220.
[10] Kai Diethelm, Neville J. Ford, and Alan D. Freed, A predictor-corrector approach for the numerical solution of fractional differential equations, Nonlinear Dynam. 29, 2002, no. 1-4, 3-22.
[11] John T. Edwards, Neville J. Ford, and A. Charles Simpson, The numerical solution of linear multi-term fractional differential equations; systems of equations, J. Comput. Appl. Math. 148, 2002, no. 2, 401-418.
[12] A. E. M. El-Mesiry, A. M. A. El-Sayed, and H. A. A. El-Saka, Numerical methods for multi-term fractional (arbitrary) orders differential equations, Appl. Math. Comput. 160, 2005, no. 3, 683-699.
[13] H.A. El-Saka, E. Ahmed, M.I. Shehata, and A.M.A. El-Sayed, On stability, persistence, and Hopf bifurcation in fractional orderdynamical systems., Nonlinear Dyn. 56, 2009, no. 1-2, 121-126.
[14] Daniele Funaro, Polynomial approximation of differential equations., Lecture Notes in Physics. New Series m: Monographs. 8. Berlin: Springer- Verlag., 1992.
[15] Roberto Garrappa, On some explicit Adams multistep methods for fractional differential equations., J. Comput. Appl. Math. 229, 2009, no. 2, 392-399.
[16] W. Gautschi, Orthogonal polynomials: computation and approximation, Oxford University Press, New York, 2004.
[17] R. Gorenflo and F. Mainardi, Fractional calculus: integral and differential equations of fractional order, Fractals and fractional calculus in continuum mechanics (Udine, 1996), CISM Courses and Lectures, vol. 378, Springer, Vienna, 1997, pp. 223-276.
[18] P Kumar and Om P. Agrawal, A cubic scheme for numerical solution of fractionaldifferential equations, in: Proceedings of the Fifth EUROMECH Nonlinear Dynamics Conference, Eindhoven University of Technology, Eindhoven, The Netherland, August, 2005, 7-12.
[19] R. Lin and F. Liu, Fractional high order methods for the nonlinear fractional ordinary differential equation, Nonlinear Anal. 66, 2007, no. 4, 856-869.
[20] F. Mainardi, Fractional calculus: some basic problems in continuum and statistical mechanics, Fractals and fractional calculus in continuum mechanics (Udine, 1996), CISM Courses and Lectures, vol. 378, Springer, Vienna, 1997, pp. 291-348.
[21] Yildirim A. Momani, S., Analytical approximate solutions of the fractional convection-diffusion equation with nonlinear source term by he's homotopy perturbation method, International Journal of Computer Mathematics. 87, 2010, no. 5, 1057-1065.
[22] Kurnaz A. Keskin Y. Oturanc, G., A new analytical approximate method for the solution of fractional differential equations, International Journal of Computer Mathematics. 85, 2008, no. 1, 131-142.
[23] Igor Podlubny, Fractional differential equations, Mathematics in Science and Engineering, vol. 198, Academic Press Inc., San Diego, CA, 1999.
[24] Igor Podlubny, Matrix approach to discrete fractional calculus, Fract. Calc. Appl. Anal. 3, 2000, no. 4, 359386.
[25] Trigeassou J Poinot T, Modeling and simulation of fractional systems using a non integer integrator, in: Proceedings of DETC2003, 2003 ASME Design Engineering Technical Conferences, September $2 \ddot{\mathrm{i}} \mathrm{i}_{\mathrm{b}} 1 / 2-6$, Chicago, Illinois 2003, 2 $2 \ddot{i} 1 / 2-6$.
[26] Abbas Saadatmandi and Mehdi Dehghan, A new operational matrix for solving fractional-order differential equations, Computers \& Mathematics with Applications. 59, 2010, no. 5, 1326-1336.
[27] J. Sabatier, Om P. Agrawal, and J. A. Tenreiro Machado, Advances in fractional calculus, Springer, Dordrecht, 2007.
[28] B. Stankovic T.M. Atanackovic, On a numerical scheme for solving differential equations of fractional order, Mechanics Research Communications. 35, 2008, no. 7, 429-438.
[29] Shen S.-L. Wu, X.-J., Chaos in the fractional-order lorenz system, International Journal of Computer Mathematics. 86, 2009, no. 7, 1274-1282.
[30] Momani S. Yildirim, A., Series solutions of a fractional oscillator by means of the homotopy perturbation method, International Journal of Computer Mathematics. 87, 2010, no. 5, 1072-1082.
[31] Lixia Yuan and Om P. Agrawal, A numerical scheme for dynamic systems containing fractional derivatives, Journal of vibration and acoustics, 124, 2002, no. 2, 321-324.


[^0]:    *Corresponding Author: Seyedahmad Beheshti, Khomein Branch, Islamic Azad University, Khomein, Iran.
    Email: sabeheshti@iaukhomein.ac.ir ,Tel: + 989188665412

