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ABSTRACT

The problem of five hypotheses logarithmically asymptotically optimal (LAO) testing for a pair of
simple homogeneous stationary Markov chains is studied. This problem is introduced by Ahlswede and
Haroutunian on multiple hypotheses testing for many objects. We noticed Natarajan’s theorem and its
applications in hypotheses testing and show that this method of investigation, solvimg the problem is
easier and gives identical results by procedure that was introduced by Haroutunian and Grigorian
(2007).The problem of many hypotheses testing for one objects via large deviation techniques (LDT)
for a model of simple homogeneous stationary Markov chains is solved by Yarmohammadi and Navaei
(2008).
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1. INTRODUCTION

Ahlswede and Haroutunian in [1] formulated an ensemble of problems on multiple hypotheses
testing for many objects and on identification of hypotheses under reliability requirement. The problem

of many ( L > 2 ) hypotheses testing on distributions of a finite state Markov chains is studied in [11]
via large deviations techniques (LDT) also Navaei in [13] studied a model of hypotheses testing
consisting of with two simple homogeneous stationary Markov chains with finite number of states such
that having different distributions from four possible transmission probabilities. In this paper we solve
the problem to multiple hypotheses testing for two independent objects and M =5 distributions for
the case of simple homogeneous stationary finite states of Markov chains. In section 2 we recall main
definitions and results of [7] and [11] for many hypotheses testing and in section 3 present the problem
of hypotheses testing for two independent objects via Markov chains.

2. On many hypotheses LAO testing for Markov chains
We remind the main definitions and results of paper [7] and [11] for the case of M =5
distributions for further use.

Let X =(x,,X,....xy), X, €ex=4{,2,...,1}, X e " N=012,.., be vector of
observations of a simple homogeneous irreducible stationary Markov chains with finite number / of

states. The 5 hypotheses F, concern the matrix of the transition probabilities
P ={R(jlDi=L1,j=11},1=15.
The stationary of the chain provides existence for each [ = 1,_5 of the unique stationary distributions
0, =1{0,(i),i = 1,_1} ,such that:
2 OORGIN=0().Y0@=1i=LI, j=L1I.

Ql Of)l :{Ql(l)f)l(]“)al:la_la]:lal} ,121,5.
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We denote by D(Q o P || O, o P,) the Kullback-Leibler divergence
D(QoP|Q,°F)= z QW) F (j | Dllog Q) P(j |1) —log O, ()F(j | 1)]

=D Q)+ D(@eP|Q°F),

Of a joint distribution

Qo P={00)P(j|i)i=11,j=11},

From joint to distribution Q, o P, where the divergence for marginal distribution is
D@19, =D, 0()log O(i)~log O, (i)],/ =1,5

1

The probability of vector X € )(N+ of the Markov chains with transition probabilities F, and

stationary distribution (J, , is the following

0, B" (X)=0,x ) [ [ P(x, | %,.)./ = 1.1 .

0, PV (4)=| O, oP (X) A e 1"

xeAd
The second order type of Markov vector X is [see[6]] the square matrix of [ ? relative frequencies

(NG, ))N",i= L1, j= 1,_1} of the simultaneous appearance in X of the states  and j on the

pairs of neighbor places. It is clear that Z N(i, j) = N . Denote by FQNO » the set of vectors X from
i,j

V4 N1 Wwhich have the second order type such that for some joint PD QoP

NG, j)=NQMP(j|i) . i=11.j=11.
The set of joint PD Qo P on 7 is denoted by Q o P . Non-randomized test ¢, (X) accepts one of
the hypotheses H,,[ = 1,_5 on the basis of the trajectory X =(X,,X,...,Xy) of the

N +1 observations. We denote I(IZ ) (¢y) the probability to accept the hypotheses [, under the
(N)

m|m

condition that /4, ,m # [, is true. For [ =m we denote c,,, (¢, ) the probability to accept the

hypotheses /1, . It is clear that

al (Gy) =D ain (¢y),m=15. (1)

I#m
To every trajectory X the test @, puts in correspondence one from 5 hypotheses. The space ¥ N+
will be divided into 5 parts,
_ N N -
0" = (X, p(N)(X)=1},1=15, and @, (Qy) =0, ° P, (0 ),m, [ =15.

We consider the matrix of “reliabilities”,

1 =
E ={E,,($) = Lim- ﬁlog o ($y),m,l =15}, )
It follows from definitions (1) and (2) that:
Emlm = I}llnl;l Ellm : (3)
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Let P be a matrix of transition probabilities of some stationary Markov chains, and () be the

corresponding stationary PD. For given family of positive numbers £ 0o E p ) 44> WE consider the

decision rule ¢* by the sets of distributions

R, {Q oP:DQoP|QoF)<Ey}, =14,

R, {Q oP:D(@QeP|QeF)>E,}, =14, (4)
And the functions:

A
E1|1 (E1|1):E1|1 , =14,

Ey,(Ey) = jnf DQeP|QoR,),m=151%m, | =14, 5)
Eg, (Eyoe. 4.4> Jnf DQoP|[QF,) m=14,
" A
E5|5(E]|], 4|4) mlnE1|5

The main result of paper [7],[11] is :

Theorem 1: Let y ={1,2,...,/}be a finite set of the states of the stationary Markov chains

possessing an irreducible transition matrix P and 4 be a nonempty and open subset or convex subset
of joint distributions Qo P and Q, is stationary distribution for p, , them for the type Qo P(X)

ofa vector X from O o P on y:

) 1 Ny . _
Lim=—10gQ, * P {X :0° P(X) 4} = inf D(Q¢P||Q°F,).

Theorem 2: Let y be a fixed finite set, for a family of distinct distributions P,

) 5e.., P the following

two statements hold. If the positive finite numbers E,;, £y ,..., Ey,, satisfy conditions:

0<Ey <min[D(Q, o P, |Q, ° B).m=2.5], ©)
0<E, <mln[E1|m(Emlm) m=1,1-1 DO, P, |0, cP),m=1+15],1 =24
Then:
a) there exists a LAO sequence of test ¢, the reliability matrix of which {E, i (")} is defined

in(5) , and all elements of it are positive,

b) even if one of conditions (6) is violated, then the reliability matrix of an arbitrary test
necessarily has an element equal to zero,(the corresponding error probability dose not tend
exponentially to zero).

Remark(1) : From the definition (5),(9) and (3) it follows that : E:|5 >F

ml,_4 and also,

mjm >

E =E m=14.

mM

3. Problem of identification of distribution for two independent Markov chains with five
distributions and formulation of results
In this section we expand the concept of section 2 for two independent homogenies stationary

finite Markov chains. Let X, and X, be independent RV taking values in the same finite state of
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Markov chains of set ) with one of 5 PDs, they are characteristics of corresponding independent
objects, the random vector (X, X,) assume values (x',x*) e yx y.

Let (X,,X,) = ((x(]),x(f ),...,(xl ,xf ),...,(x;\,,x,z\,)),xi ey, i=1L2,..,n= I,_N, be a sequence
of results of NV + 1 independent observations of a simple homogeneses stationary Markov chains with

finite number [ of states. The statistication must define unknown PDs of the objects on the base of

observed data. The selection for each objects and denoted it by @ ;. The objects independence test
@ ,, may be considered as the pair of the tests qo}v and qo,f, for the respective separate objects. We
will show the whole compound test sequence by @ . The test quv is defined by a partition of the space
)(NH on the 5 sets and to every trajectory X the test ¢, puts in correspondence one from 5
hypotheses. So the space ¥ M1 Wil be divided into 5 parts,
gl =Xy (X)) =1},1=15,i=12.
We define
A s (@) = 0,1 0 By (210, © Ba(gr))

Be the probability of the erroneous acceptance by the test @, of the hypotheses pair
(H,,H, )provided that (H,,H, )is true, where

(m;,m,)=(,,l,),m,,[ = 1,_5 , i =1,2.The probability to reject a true pair of hypotheses
(HmI H,, ) by analogy with (1) is the following:

A
N N
aml,mz|m1 sy (CD N) = zall Ly my,my (CD N) (7)

(hly )#(my,my)
We also study corresponding limits £ AT (® ) of error probability exponents of the sequence of

test @ , called reliabilities:

A 1 -
Ell,/z|m|,mz ((DN):%L}ZZ_FlogaN ((DN)’mi’li :l’L’izl’z (8)

b Ly |my my

We denote by E (qoi) the reliability matrices of sequences of tests qu ,i = 1,2, for each of the objects.
With using (7) and (8) it follows that :

Eml My |my ,my (CD N) =

In this section we use the following lemma.

E, 1 m, (©) ©)

min
(L, 1)#(my ,my )

Lemma[6] , [8]: If elements E,, (@"),m,l= 1,_5 , 1 =1,2, are strictly positive , then the following

equalities hold for @ = (¢"',¢”):
(@) =E,, (@) +E,, (), ifm #l ,my#l,, (10a)

my,my|my my

E,mm (@) =E,, (@), itm, , =1, , ,m #1I ,i=12 (10.b)

Consider for a given positive elements £ sand £ m= 1,_4, the family of regions :

m,mim, m,m|S,m >

I

A
R ={QoP:D(QoP|QoP,)<E, 5,1 m=14,

A
R} ={QoP:D(QoP|QcP,)<E,,,s}m=1,

I

2
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A
RS(]) :{QOP:D(QOPH QOPm) >Em,m|5,m}’m :1’4 4

A _
RP ={QoP:D(QoP|QoP,)>E,,,s}m=14,
Definition (2): The test sequence o = (¢,,9,,..)we call LAO for the model with two objects if for

given positive value of certain 4 elements of the reliability matrix £ (CD*)the procedure provides

maximal value for other element of it. Consider the following numbers:

A A -
* *
Em,mlm,S :Em,mlm,S b Em,mlS,m :Em,m|5,m s M = 1’4 (113)
A

Ed . . . .
my,my Iy, :QoPlgc,t;)ER;D(QOP||QOPm) ’li imi’m:‘ﬁ_l:lf&_l ’l:1’2 (11b)

. “E . l,,i=12

mymplly T my my|my 1, + my,my |l my > m; * i t=h (11C)

A
= min

. E
my ,my|my ,m; Uy D) #(my my) my,my |l

%

(11.d)

Our aim is to find LAO test from the set of the compound tests @ = (qol , qoz) when strictly positive

elements £ m = 1,4 , of the reliability matrix are given.

m,m|m,5 and Em,mlS,m H

We must notice that for the elements £, mim,s and E m = 1,4 , of the test for two object can

m,m|5,m >

be positive only two subsets of tests @ = (@', ¢*):

A -
A={® =(p",¢0*): E,, (¢")>0,E, (p*)>0,m =14},

A
B={®=(p",¢*):3m €[L4]:E . (9')=0,E (9*)=0 and for other

m < S’Emlm(q)]) > O’Emlm(q)z) > 0}

Theorem 2: Let all distributions P, ,m = 1,5, are different, that is

D(P ||P,)>0,l#m, m= 1,5 , then the following three statements are valid :

a) when given elements £, sand E m = 1,4, meet the following conditions:

m,m|5,m >
0<E\ s, <min DO R 1|02 R), (12)
0<E\ys <min DO R0 2 R), (13)
0<E,,s, <min[ min E, . min DQ,cF[lQP,)lm=24, (4)
0<E,,,s <min[mn E_ . min DQ ok |Q¢F,)lm=24, (5
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Then there exists a LAO test sequence @ € A,the reliability matrix of which
E(®") = {U2—— (@)} is defined in (16) and all elements of it are positive,
b) even if one of conditions (12)-(15) is violated , then there exists at least one element of the

matrix E(D") equal to 0,

c) For given positive numbers £, . s and E m= l,_4, the reliability matrix E(®) of

m,m|5,m >

the tests @ € [ necessarily contains elements equal to zero.

Proof: a) Inequalities (11) imply that inequalities (6) hold simultaneously for the both objects.
With, using remark (1) we can rewrite inequality (6) for both objects as follows:

0<Eys(p) <min D@, o B, |0, o P, (16)
0<Eys(p?) <min D(Q, P, ]| O; o P), (7)

0< E,i5(p") < minl min E,,,(¢'), min D(Q,F,[|Q,°F,)],m=24, (9

0.< E,y5(p*) <min[ min E,, (9%), min DO, o P, | 0y o P,)], m =24, (19)

We shall prove , for example the inequality (18) , which are the consequence of the inequality (14).
Consider the tests DeAd such that E, ns(@)=E, s and

E, i (@) = E:'L,mlm,S J=1,m-1,m=14. The corresponding error  probabilities

Ay it (@ ) and @ (@) are given as products defined by (10.b). Because @ € A , then

m,m|m

we can write:

A - 1 -

Eml[ (q)) :%Z’g - ﬁlog(l - amll (q);v)) , M= 234 ) (20)
A —_— 1 ) -

Eml[ (q)) :%Z’g - ﬁlog(l - amll (qDN)) , m= 234 ) (21)

According to (12),(16),(17)and (20),(21) we obtain that :

E;,mls,m (CD) = E:1|5 (qol)’ m= ﬁ s (22)

£

E (CD):E;U(qD])’m:ﬁ’ (23)

m,m|l,m

There for (18) is consequence of (14).
It follows from remark (1) and (16)-(19) that conditions (6) of the theorem (1) take place for both
objects.

According to Theorem (1) there exist LAO sequences of tests qo*’] and qo*’ *for the first and the
second objects such that the elements of the matrices E(@~') and E(¢"?)are determined

according to (5). We consider the sequence of tests @ , which is composed of the pair of sequences of
tests ¢ "' and ¢ and also we will show that @ is LAO and other elements of the matrix E(®")

are determined according to (11).
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From (16)-(19),(6),and remark (1) it follows that the requirements of lemma are fulfilled. With
using lemma we can deduce that the reliability matrix £ (CD*) can be obtained from matrices
E(p™') and E(¢"?)asin (10.a), (10.b) .

When conditions (12)-(15) take place we obtain according to (10.b), (5), (22), (23) and remark (1),
(@),m, #1,,m,, =1,,,i=12 of the matrix E(D") are
determined by relation (11.b). From (10.a) and (10.b) we obtain (11.c). The equality in (11.d) is a

that the elements {E

my,my |l L

particular case of (6). From (11.b) it be follows that all elements of E (CD*) are positive.

Now we show that the compound test @ for two objects is LAO, that is it is optimal suppose that for

E

given E = 1,4, there exist a test @ € A with matrix E ('), such that it has at

m,m|m,5 > "~ m,m|5,m
least one element exceeding the respective element of the matrix £(® *) . This contradicts to the fact,

that LAO tests have been used for the objects X | and X, .

b)When one of the inequalities (12)-(15) is violated, then from (24) we see, some of elements in

the matrix £(®") must be equal to zero.
¢) When ®@ € [, then from (15.a) and remark (1) it follows that the elements E . _— 0.
Remark (2): V@ € 3, from independence of two objects, the relation (11) and remark (1) we

can write:

m m|5m

(D)= Lzm—%log(l a. (@) >0, (24)

1
E s(®)= Lzm——log(l a. (py) >0, (25)
And for @ € 3, we obtain :
E, i, (®=E,, (¢])+Emz|lz (@), if m#l, my=l,, (26)

}?111I m|l m (q)) = E‘mlllI (q)])’ Emz,m|m,12 (q)) = Em2|12 (q)z)’ lf m; # li > My # 12 ’ (27)

With using (26) and (27) we have:

m',mzlmyl ( ) Em 13 (qo )+Em mlm S(q))’ l.f m2 7+ 12 > (28)
el (®)=E,, (o' )+E s (D), i m o~ (29)
We must notice that in this case elements £ . .__(®)=0.

m ,m|5,5

Remark (3): The similar result may be recived if we take alternatively: Em,]lm,S m = 2,5 instead of
E L1L,5
E

Lmis.m M =2,5 Instead of E| 5, and other elements also the same.
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