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ABSTRACT 
 

Binary classification is the process of assigning one of two different labels or classes to each of data patterns. One of 
simplest methods for classifying data patterns is thresholding and specifying best threshold value is a major issue in 
these algorithms. This paper proposes a thresholding algorithm in which threshold value is determined by using third 
order momentum values. Perfornmance of the algorithm is evaluated based on the classification accuracy and 
compared with well known MiniMax algorithm. Results reveal that the proposed algorithm achieves higher accuracy 
with respect to the MiniMax. 
KEY WORDS: Threshold Value, Momentum, Binary Classification, Skewness, Probability Density Function, 

Expected Value 
 

I. INTRODUCTION 
 
Let L be a finite and non-empty set of labels or classes. In a classification task involving L, each input 

instance or data pattern has only one single label or class belonging to L. This kind of classification arises in 
different fields. In many databases, text documents, videos, music or movies are tagged with labels. In a multi-
dimensional feature spaces, classification of the data patterns to the various classes is based on the whole or major 
part of the features [1-3]. But in some cases, just one simple feature carries most of variances between data samples 
and so, can be simply used for classifying data patterns. Classification based on simply one feature can be done by 
different methods [4-6]. Among these methods and one of the most common forms of them, is thresholding. During 
the thresholding process, individual patterns are marked as "Class-A" if their value of the appropriate feature is 
greater than some threshold value and as "Class-B" otherwise [7-8]. This type of classification is assumed as the 
basic and simplest form of classification. Moreover, thresholding can be used as an intermediate step in a large 
framework which is developed for complex classification applications. Results of the classification are strongly 
related to the estimated threshold value and exact computation of it is a major issue in the context. There are some 
methods in specifying the threshold value. In between, receiver operating characteristic (ROC) curve is a powerful 
and popular method [9]. Despite of its predominance in estimating the threshold value, it never considers the 
moment parameters in probability density function (PDF) of features in specifying the perfect threshold. This paper 
propose a new method based on the moment values in computing the threshold. 

Usually, a threshold-based classifier corresponds to a unique feature and the classifier is determined by 
thresholding the feature according to a certain criterion. The criterion is often related to the training error. 
Threshold-based classifiers have been widely used for object detection and recognition. For example, Viola’s face 
detection algorithm [10] uses Haar-like rectangle features and the difference value between two rectangles, together 
with a proper threshold and a sign to form a base classifier. If the difference is larger than the leaned threshold, the 
pattern in question is classified as non-face, and otherwise as face.  
Yang et al. [11] proposed a method to employ the difference of Gabor features and compute the optimal threshold to 
recognize faces. In addition to Gabor features, local binary pattern (LBP) [12] features have also been widely used 
in threshold-based object recognition [13-15]. Another method is proposed by Rodriguez and Marcel to adopt pixel-
based classifiers for face verification [16]. The features in their method are simply raw pixel values. If the pixel 
value exceeds a learned threshold, a decision is made to claim that the face is either client or imposter.  

One of the major issues in thresholding algorithms is to specify the best threshold value. Previous researches 
use various parameters and methods such as Entropy [17-18], Covariance [19-20] or DBT [21] for estimating the 
threshold values. Here in this paper, momentum values are used for calculating a perfect threshold value. That is, to 
achieve a threshold value by which we can design more accurate classifiers. The proposed method outperforms well 
known miniMax thresholding method by exploiting the central moment values. As we know, the moments of any 
random variable or feature characterize the properties of probability density function. These properties convey lots 
of information about the distribution of feature values and are so helpful in making decision on the best value of 
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threshold value. The main goal of the proposed method is to involve these properties in specifying the perfect 
threshold value by which we can make most accurate decision of classifying the feature vectors. 

Results of evaluating the proposed method and comparing it with the commonly used popular MiniMax 
method reveals that if the properties of the probability density function are taking into account, we can compute the 
threshold value exactly. 
 

II. METHOD 
 
Proposed method is developed based on the moment values. In order to define the moments, we have to 

define the expected values first. The expected value of a function ݃(ݔ) of a continuous random variable is defined as 
[22]  

[(ݔ)݃]ܧ = න ݔ݀(ݔ)݌(ݔ)݃
∞

ି∞
 

If the random variable is discrete the definition becomes  

[(ݔ)݃]ܧ = ෍݃(ݔ௜)ܲ(ݔ௜)
௡

௜ୀଵ

 

According to the above definitions, we can define the ݊th central moment of random variable, ݔ, as [3] 
௡ߤ = ݔ)]ܧ −݉)௡] 
Where ݉ is the mean value of random variable, ݔ.  

In general, moments are used to characterize the probability density function of a random variable. For 
example, the second, third, and fourth central moments are intimately related to the shape of the probability density 
function of a random variable. The second central moment (the centralized variance) is a measure of spread of 
values of a random variable about its mean value, the third central moment is a measure of skewness (bias to the left 
or right) of the values of ݔ about the mean value [23], and the fourth moment is a relative measure of flatness. 

Third central moments along with the mean values of selected feature in two classes are used to estimate 
the threshold value. Detail description of the algorithm is so that if the third central moments in both classes have the 
same signs (either negative or positive), the skewness of probability density function for both classes are toward the 
same directions. In this case, the threshold value is set according to the difference between mean of the classes. If 
this difference is greater than 0.05 the threshold is set to the average value of the mean of two classes. But if it is 
smaller or equal to 0.05, the threshold is set to the mode of the feature values through the both classes. In the other 
hand if the signs are opposite, the skewness of two classes are in opposite direction and so the threshold value is set 
to the  smallest mean value of the feature along the two classes.  

The algorithm can be formulated according to the following equations 

ߛ = { 0 ݏ݊݃݅ݏ							݈ܽݑݍ݁
1  ݏ݊݃݅ݏ	݁ݐ݅ݏ݋݌݌݋

ߜ = { 0 |݉ଵ −݉ଶ| < 0.05
1 |݉ଵ −݉ଶ| > 0.05 

And the threshold value is 
ቀߛ × ݉݅݊

௜
(݉௜)ቁ + ൬(1− (ߛ × ߜ × ௠భା௠మ

ଶ
൰ + ൫(1 − (ߛ × (1− (ߜ × ெ௢ௗ(௫೔)൯ 

 
III. RESULTS 

 
Performance of the algorithm is evaluated by using two different popular datasets. One of them is a heart 

disease dataset (Adapted from http://archive.ics.uci.edu/ml/datasets/ Statlog+%28Heart%29 (Accessed 5/6/2012)) 
and the other one is a vertebral dataset (Adapted from http://archive.ics.uci .edu/ml/datasets/Vertebral+Column# 
(Accessed 5/6/2012)). The former one includes 13 features and the later one has 6 features. Threshold values for all 
of the features are estimated using the proposed method and also well known MiniMax algorithm, and accuracies of 
classification are estimated in all the cases. Figure. 1 and Figure. 2 compare the accuracy values of MiniMax method 
and the proposed algorithm. It can be revealed that almost in all the cases, our proposed method outperforms the 
popular MiniMax method and achieves higher classification accuracy. In spite of the fact that maximum achieved 
accuracy is not so prominent, but it is necessary to mention that these are the results of classification just by using 
one of the features and so, are acceptable. 
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Figure. 1. Classification accuracy of proposed method in comparison to the MiniMax algorithm using Statlog dataset  

 

 
Figure. 2. Classification accuracy of proposed method in comparison to the MiniMax algorithm using Vertebral 

dataset  
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