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ABSTRACT 
 

Many optimization problems in the real world are dynamic in the sense that the global optimum value and the 
shape of fitness function may change with time. The task for the optimization algorithm in these environments is 
to find global optima quickly after the change in environment is detected. In this paper, we propose a new 
hybrid model of particle swarm optimization based on learning automata using Deluge algorithm which 
addresses this issue; this algorithm can provide a good diversity in the population of particles. In the proposed 
algorithm, for guidance of particles and their proper motivation and also following rapid changes in the 
environment, the combination of learning automata and Deluge algorithm is used in order to prevent particles to 
move toward the local optimums in the Search Space. Experimental results on different dynamic environments 
modeled by moving peaks benchmark show that the proposed algorithm outperforms other existing algorithms, 
for all tested environments. 
KEYWORDS: Particle swarm optimization, Deluge algorithm, learning automata, dynamic environments, 

moving peaks function. 
 

1. INTRODUCTION 
 
Particle Swarm Optimization (PSO) is now established as an efficient optimization algorithm for static 

functions in a variety of contexts [18], [41], [42] and [43]. PSO is a population-based technique, similar in some 
respects to evolutionary algorithms (EAs), except that potential solutions (particles) move, rather than evolve, 
through the search space. The rules, or particle dynamics, which govern this movement, are inspired by models 
of swarming and flocking [2]. Each particle has a position and a velocity, and experiences linear spring-like [24] 
attractions toward two attractors: 

1) the best position attained by that particle so far (particle attractor); 
2) the best of the particle attractors in a certain neighborhood (neighborhood attractor); 

Where best is in relation to evaluation of an objective function at that position. The swarm attractor therefore 
enables information sharing between particles, while the particle attractors serve as individual particle memories. 

The optimization process is iterative. In each iteration, the acceleration vectors of all the particles are 
calculated based on the position of the corresponding attractors. Then, this acceleration is added to the velocity 
vector, the updated velocity is constricted so that the particles progressively slow down, and this new velocity is 
used to move the individual from the current to the new position. A more detailed introduction to PSO is 
provided in Section 2.1. 

While most of the optimization problems discussed in the scientific literature are static, many real-world 
problems are dynamic, i.e., they change over time. In such cases, the optimization algorithm has to track a 
moving optimum as closely as possible, rather than just find a single good solution. It has been argued [29] that 
EAs may be a particularly suitable candidate for this type of problems, and over the past decade, a large number 
of EA variants for dynamic optimization problems have been proposed. For an overview, the reader is referred 
to [25], [26], [27] and [29].   

Recently, the application of PSO to dynamic problems has also been explored [18], [19], [20], [21], [22], 
[23],and [28].Similar to EAs, PSO must be modified to not only find the optimal solution in a short time but 
also to be capable of tracking the solution after a change in the environment occurred. In order to have these 
capabilities, two important problems should be addressed for designing a particle swarm optimization algorithm 
for dynamic environments: outdated memory and diversity loss [6]. Outdated memory refers to the condition in 
which memory of the particles, that is the best location visited in the past and its corresponding fitness, may no 
longer be valid after a change in the environment [30]. Outdated memory problem is usually solved in one of 
these two ways: re-evaluating the memory [31] or forgetting the memory [20]. Diversity loss occurs when the 
swarm converges on a few peaks in the landscape and loses its ability to find new peaks, which is required after 
the environment changes. There are two approaches to deal with diversity loss problem. In the first approach, a 
diversity maintenance mechanism runs periodically (or when a change is detected) and re-distributes the 
particles if the diversity falls below a threshold [32]. In the second approach, diversity is always monitored and 
as soon as it falls below a threshold, the swarm will be re-diversified. 
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In this paper we address diversity loss problem in adapting PSO to dynamic environments and propose a 
new method to solve it. To this aim, a combination of learning automata and Deluge algorithm are utilized to 
maintain diversity of particles and to scatter them over the search space. In the proposed algorithm, a Learning 
Automata is assigned to each particle and it controls the behavior of particle in the search space. Each learning 
automata has two main actions; “looking for the best experience” and “continuing the current path”. In fact, 
“looking for the best experience” action selection will be followed by a local search and “continuing the current 
path "action selection cause global search and discovery unknown areas of the search space. Balancing between 
local and global search in the search process is the task of learning automata. When PSO algorithm will 
converge to a local optimum, the groups of particles lose the needed diversity to explore new areas and as a 
result the ability of algorithm is destroyed to react to environment changes. Deluge algorithm is used in order to 
create the needed diversity in the environment changes, which uses a dynamic mutation operation in the distance 
between two environment changes for this aim. Mutation operation caused a bigger search space area at the 
beginning of the search process and too smaller search space area at the end of search process (just before 
observing any change in the environment). Extensive experiments show that the proposed algorithm results less 
offline error than existing PSO model in literature, in environments which have many peaks or width and height 
of the peaks change very fast. 

The rest of this paper is organized as follows; in section 2previous works reported in literature are 
reviewed. Section 3 introduces the proposed algorithm. Experimental results are presented in section 4 and 
section 5 is conclusion. 

 
2. RELATED WORKS 

 
2.1 Particle Swarm Optimization 

The particle swarm optimization (PSO) algorithm is introduced by Kennedy and Eberhart [3] based on the 
social behavior metaphor.The fundament for the development of PSO is hypothesis that a potential solution to 
an optimization problem is treated as a bird without quality and volume, which is called a particle, flying 
through a D-dimensional space, adjusting its position in search space according to its own experience and its 
neighbors. 

In PSO, Each particle has a component, called velocity that determines its route in the search space. PSO 
population includes all of the particles called the Swarm, and name of the Particle Swarm Optimization 
algorithm is derived from here. The beginning of PSO is like this; group of particles (solutions) are created 
randomly and updating over generations, they are trying to find optimal solution. At every step of the PSO, each 
particle is updated using two best values. First is the best position which particle is able to reach it. The 
mentioned position is recognized and maintained by pbest. Another best value used by algorithm is the best 
position obtained by the particle swarm since now. This position is displayed by gbest. After finding the best 
values, velocity and position of each particle are updated using Eqs.(1) and (2).  In general, particle i of swarm, 
has position 푋  and velocity 푉  in the dimension d of the search space.  
 

푉 (푡 + 1) = 푤 × 푉 (푡) + 푐 × 푟 × 푝푏푒푠푡 (푡) − 푋 (푡) + 푐 × 푟 × 푔푏푒푠푡(푡) − 푋 (푡) Eqs(1) 
 

푋 (푡 + 1) = 푋 (푡) + 푉 (푡 + 1)Eqs(2) 
 

In Eqs(1), 푋 = (푋 ,푋 , … ,푋 ) is position and 푉 = (푉 ,푉 , … ,푉 ) is velocity of particle i. the best 
position which is visited by particle is 푝푏푒푠푡 = (푝푏푒푠푡 , 푝푏푒푠푡 , … ,푝푏푒푠푡 ) and the best position which is 
visited by the entire group is 푔푏푒푠푡 = (푔푏푒푠푡 ,푔푏푒푠푡 , … ,푔푏푒푠푡 ). Random numbers 푟 , 푟  are in the interval 
[0, 1]. 푐 , 푐 are cognitive component factor( the best solution which a particle can achieve to it lonely) and 
social component factor( the best solution that is diagnosed by the entire group) respectively. 

Velocity of each particle in each dimension is limited to푉 . If the total acceleration caused the velocity 
in one dimension exceeds	푉 , the value of velocity in that dimension is set to푉 . Right side of Eqs(1) is 
composed of three parts, first is the current velocity of particle, second and third parts are respectively 
responsible for speed change of particle and its rotation through the best personal experience and the best group 
experience. If the first part of this equation be ignored, then the velocity of particles is determined just respect to 
the current situation and the best experience of particle and the best experience of group. Thus, the best particle 
of group will remain in its place and others move toward that. In fact group motion of particles, without first 
part of Eqs(1) will be a process which causes the search space getting smaller and forming local search space 
around the best particle. On the other side, if only the first part of Eqs(1) be considered, particles move through 
their normal process until reach the limit and in the other word perform a global search [5]. In Eqs(1), 
combining these two idea, it is tried to balance local and global search.  

In the above equation, parameter w is the inertia weight that is a better balance between local search and 
global search. For this purpose in this equation, this factor will be multiplied to the initial velocity of particle. It 
means that only some part of initial velocity is transmitted to the next velocity of the particle. Inertia weight can 
be a constant factor, a linear function of time or even a nonlinear function of time. 
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In PSO model existed particles in the problem space, try to move through the final solution, by setting their 
path and move to the best personal experience and best swarm experience. 

Since in this algorithm, particles gradually go through the best founded solution so far, if this solution is a 
local optimum, all particles go through this local optimum and PSO algorithm does not provide any solution to 
go out of this local optimum. This is the biggest problem of PSO that causes disability in solving multi-peak 
problems especially with a big search space. When PSO algorithm converge to an optimum, particle swarm 
loose the required diversity to find new areas and in the result lose the ability of algorithm for showing reaction 
according to environment changes. The overall algorithm is summarized in figure (1). 
 

Particle Swarm Optimization Algorithm 
FOR EACH  Particle  i  

Randomly initialize 


 iiii xpbestsetandxv ,  

   Evaluate )()(


ii pbestfitnessandxfitness 
End for 

)}(max{arg


 ipbestfitnessgbest 

REPEAT 
FOR  EACH   Particle  i 
      Calculate particle velocity according to Eqs. (1)   

 Update Particle position 


ix According to Eqs. (2)        

      Evaluate  )(


ixfitness  
 //Update personal best 

IF )()( ii pbestfitnessxfitness


 THEN  


 ii xpbest 

     //Update global best 

      IF )()(


 gbestfitnessxfitness i THEN 

)}(max{arg


 ipbestfitnessgbest 

End  for   
UNTIL   termination criterion reached  

Figure (1): The Pseudo-code of PSO 
 
2.2 PSO in Dynamic Environment 

The application of PSO to dynamic problems has been explored in various literatures. In this section we 
provide a brief overview of the most relevant works which addressing diversity loss in dynamic optimization 
problems. 

Hu and Eberhart proposed re-randomization PSO for optimization in dynamic environments [32] in which 
some particles randomly are relocated after a change is detected or when the diversity is lost, to prevent losing 
the diversity. Li and Dam [33] showed that a grid-like neighborhood structure used in FGPSO [34] can perform 
better than RPSO in high dimensional dynamic environments by restricting the information sharing and 
preventing the convergence of particles to the global best position, thereby enhancing population diversity. 
Janson and Middendorf proposed HPSO, a tree-like structure hierarchical PSO [23], and reported improvements 
over standard PSO for dynamic environments. They also suggested Partitioned Hierarchical PSO in which a 
hierarchy of particles is partitioned into several sub-swarms for a limited number of generations after a change 
in the environment is detected [35]. Lung and Dumitresc [36] used two collaborating populations of equal size; 
one swarm is responsible for preserving the diversity of the particles by using a crowding differential 
evolutionary algorithm [37] while the other keeps track of global optimum with a PSO algorithm. 

Blackwell and Bentley presented a repulsion mechanism in using the analogy of atom particles [21], [38]. 
In their model, a swarm is comprised of charged and neutral particles. The charged particles repel each other, 
leading to a cloud of charged particles orbiting a contracting, neutral, PSO nucleus. Moreover, Blackwell et al. 
extended the idea of charged particles to a quantum model and presented a multi-swarm method [6], [17], [22]. 

Du and Li [39] suggested an algorithm which divides particles into two parts. The first part uses a standard 
PSO enhanced by a Gaussian local search to find the global optimum quickly and the second part extends the 
searching area of the algorithm and patrols around the first part to track the changed global optimum which 
possibly escaped from the coverage of the first part. Although their algorithm performs well in the environments 
with one or two local optima, it cannot find the global optimum when the environment has more local optima. 

Blackwell and Brank [6] suggested a method called MQSO that maintain variation in the two levels, this 
means that the particles are divided into several subgroups driven to different parts of the search space and each 
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group has a number of quantum particles that create diversity in group. The MQSO used a mechanism of 
excretion between the groups to prevent the some groups on the same local optimum. MQSO includes an 
additional mechanism named anti-convergence in order to identify new peaks and while all of the groups 
converge to the peaks where are located, enters the group with lower fitness into the total search space 
randomly. To particles in a group can pursue a mobile peak, diversity among particles within a group is 
required. Each group in MQSO includes a number of charged and quantum particles. 

Li and Yang proposed a fast multi-swarm method (FMSO) which maintains the diversity through the run 
[7]. To meet this end two type of swarms are used: a parent swarm which maintains the diversity and detects the 
promising search area in the whole search space using a fast evolutionary programming algorithm, and a group 
of child swarms which explore the local area for the local optima found by the parent using a fast PSO 
algorithm. This mechanism makes the child swarms spread out over the highest multiple peaks, as many as 
possible, and guarantees to converge to a local optimum in a short time. Moreover, in [40], the authors 
introduced a clustering particle swarm optimizer in which a clustering algorithm partitions the swarm into 
several sub-swarms each searching for a local optimum. 

Hashemi and Meybodi proposed a hybrid model of cellular automata and PSO [9], the main idea in this 
approach is using of local interactions in cellular automata and dividing the population of particles inside the 
cellular automata cells. Each group of particles trying to find a local optimum and it can cause to find global 
optimum. Some of multi-group methods which presented in papers to prevent existing more than one group on 
one peak, calculate distances between groups so two groups cannot work within other groups action radius and 
if this happens the group which has a lower fitness will get out of search space, in this method the computational 
cost has been deleted by using of cellular automata. 

Kamosi, Hashemi and Meybodi proposed mPSO algorithm for dynamic environments [10], based on the 
multi-group and includes a number of parents and some of child which both groups exploit PSO technique to 
search. Parent groups are responsible for global search in the entire search space to find desired areas. When a 
desired area in the search space is found by parent group, a group of children in the area will be created to do 
local search in that area. Local search of children groups result in finding global optimums in the entire search 
space. Due to nature of the dynamic environment, it is likely that a local optimum convert to global optimum 
after a change in environment. As a result of maintaining information about local optimum caused a 
considerable increase of ability of the algorithm. One of the main advantages of this algorithm which caused 
better results comparing other methods is the ability of this algorithm in adjusting the number of existing groups 
in the environment appropriate to the number of its peaks. 

In [11] an algorithm called HMSO is proposed for dynamic environments that is modified version of 
mPSO algorithm in [10]. HMSO algorithm, as the mPSO algorithm, includes a number of parent and children 
groups. HMPSO algorithm used the hibernation idea of animals to prevent useless search of child group and 
perform effective search. In this algorithm each child group is considered as an animal searching for food 
(meaning better solution). While a child group finds better solutions, it remains actively in the search space and 
continues to search. If a child group because of converging its particles to a solution which is not better than 
founded solutions by all other groups, being unable to find better solution, it means that the activity of than child 
group is useless. So until that child group can be useful diagnosing environment changes, it will be inactive. 
Inactive group is a group that exists in the search space, but does not do the search operation. 
 
3. Optimization by using Learning Automata and Deluge Algorithm 

PSO method cannot show appropriate response in dynamic environments. So changes must be made on 
PSO algorithm to offer an appropriate response. In this section, a hybrid technique based on PSO, using learning 
automata and Deluge algorithm is proposed for optimization in dynamic environments that can maintain 
diversity in the run time of algorithm. In the proposed algorithm, for conducting particles, their proper motions 
and also fast track of environmental changes, the combination of Learning Automata and Deluge Algorithm is 
used to prevent particles in the search space go toward local optimums and prepare needed diversity to explore 
in the search space. In the rest of this section, we have a brief overview of Learning Automata and Deluge 
algorithm, and then describe the proposed algorithm. 

 
3.1 Learning Automata 
Learning Automata are adaptive decision-making devices operating on unknown random environments. A 

Learning Automaton has a finite set of actions and each action has a certain probability (unknown to the 
automaton) of getting rewarded by the environment of the automaton. The aim is to learn to choose the optimal 
action (i.e. the action with the highest probability of being rewarded) through repeated interaction on the system. 
If the learning algorithm is chosen properly, then the iterative process of interacting on the environment can be 
made to result in selection of the optimal action. Figure (2) illustrates how a stochastic automaton works in 
feedback connection with a random environment. Learning Automata can be classified into two main families: 
fixed structure learning automata (FSLA) and variable structure learning automata (VSLA) [13], [14]. In the 
following, the variable structure learning automata which will be used in this paper is described. 
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Figure (2): The interaction between learning automata and environment 

 
A VSLA is a quintuple < α, β, p, T(α,β,p) >, where α, β, p are an action set with r actions, an environment 

response set and the probability set p containing r probabilities, each being the probability of performing every 
action in the current internal automaton state, respectively. If the response of the environment takes binary 
values learning automata model is P-model and if it takes finite output set with more than two elements that take 
values in the interval [0,1], such a model is referred to as Q-model, and when the output of the environment is a 
continuous variable in the interval [0,1], it is referred to as S-model. The function of T is the reinforcement 
algorithm, which modifies the action probability vector p with respect to the performed action and received 
response. Assumeβ(i) ∈ [0,1]. A general linear schema for updating action probabilities can be represented as 
follows. Let action i be performed then 

푝 (푛 + 1) = 푝 (푛) + 훽(푛)[푏/(푟 − 1) −푏푝 (푛)]− [1− 훽(푛)]푎푝 (푛)											∀푗							푗 ≠ 푖 
푝 (푛 + 1) = 푝 (푛) −훽(푛)푏푝 (푛) + [1− 훽(푛)]푎 1− 푝 (푛) Eqs(3) 

 
Where a and b are reward and penalty parameters. When a=b, the automaton is called	L . If b=0 the 

automaton is called L  and if 0 < 푏 ≪ a < 1, the automaton is called	L ε . For more Information about 
learning automata the reader may refer to [13], [14]. 

 
3.2 Deluge Algorithm 
Deluge Algorithm (DA) has been proposed by Dueck in [15]. In order to understand Deluge Algorithm 

better, consider the goal is finding the highest point in an area. Suppose that in the area, rain falls heavily. If the 
algorithm is considered as man, algorithm should move in this area In a way that it does not wet his feet. As the 
“water level” is enhancing, the algorithm can find the highest point. If we want to explain it algorithmically, this 
algorithm as well as other local search methods, replaces common solutions(s), if they are better than the best 
founded solutions(s*) so far. A new solution will be selected from previous neighborhood (N(s)). In Deluge 
algorithm solutions will be accepted which their fitness value is equal to or greater than water level (WL). WL 
value at each stage will increase (Up) with a specified size uniformly. 

WL will continue to increase until it cannot find another answer better than the best discovered solution 
and WL is equal with the best found solution so far. At this stage, the algorithm will be repeated several times, 
and the algorithm terminates if a better result is not achieved. Initial value of WL is equal to initial obtained 
solution. Pseudo-code of Deluge algorithm is given in Figure (3). 
 

Choose an initial configuration Old_Config  
Choose WL0  and Up 
For  n=0  to  number of iterations  
      Generate a small stochastic perturbation New_Config of the solution 
If Fitness (New_Config) > WL  
Old_Config := New_Config  
End If 
      WL = WL + Up 
End For  

Figure (3): Deluge algorithm Pseudo-code  
 
3.3Proposed Algorithm 

In this section we proposed a new Particle Swarm Optimization model based on Learning Automata using 
Deluge Algorithm for optimization in dynamic environment that called LADABPSO1. In this algorithm a 
Learning Automata is assigned to each particle as the mastermind of the particle and it controls the behavior of 
particle in the search space. Each learning automata has two main actions; “looking for the best experience” and 
“continuing the current path”. At first the position, velocity and action probability vector of learning automata 
will be initialized randomly. Until the maximum steps will be performed or the desired goal is achieved, the 
following steps are repeated: 

1. Each learning automata chooses one of its actions according to its probability vector. 

                                                        
1 Learning Automata and Deluge Algorithm Based Particle Swarm Optimization  
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2. Based on selected action by automata, type of updating the velocity is defined and the particle’s 
position and velocity will be updated. 

3. According to the results of particle’s position updating, environment evaluates the selected action by 
learning automata and action selection probability vector of learning automata will be updated. 

The chosen action in each step, determines the manner in which the particle velocity getting updated in that 
step. If the learning automata select “looking for the best experience” action, just looking for the personal and 
group best experience will be considered to update the particle velocity regardless of the current speed of the 
particle. Then the particle velocity can be updated according to Eqs(4). 

푉 (푡 + 1) = 푐 × 푟 × 푝푏푒푠푡 (푡) − 푋 (푡) + 푐 × 푟 × 푔푏푒푠푡(푡) − 푋 (푡) Eqs(4) 
If the learning automata select “continuing the current path” action, the new particle velocity will be equal 

to the current speed of the particle and the particle will continue the current path. Then the particle position can 
be updated according to Eqs (2). 

In fact, “looking for the best experience” action selection will be followed by a local search and 
“continuing the current path "action selection cause global search and discovery unknown areas of the search 
space. Balancing between local and global search in the search process is the task of learning automata. The 
chosen action evaluation method by learning automata is whether the new particle position is improved 
compared to previous position, learning automata are rewarded and otherwise it is fined. When PSO algorithm 
will converge to a local optimum, the groups of particles lose the needed diversity to explore new areas and as a 
result the ability of algorithm is destroyed to react to environment changes. Deluge algorithm is used in order to 
create the needed diversity in the environment changes, which uses a dynamic mutation operation in the distance 
between two environment changes as following; at first the probability value of mutation operation is equal 
toP  and then gradually decreases its probability value until at the end of the change distance it reaches to the 
minimum valueP . Mutation operation caused a bigger search space area at the beginning of the search 
process and too smaller search space area at the end of search process (just before observing any change in the 
environment).Particle coordinates in each dimension is mutated with probabilityP  independently. The 
value of particle coordinates is replaced with another value generated randomly with uniform distribution in an 
acceptable rage. The probability of mutation operation is selected during the algorithm execution from the 
interval[P , P ]dynamically. P Parameter is set using Eqs (5). 

푃 =
(푃 −푃 ) × (푖푛푡푒푟푣푎푙 − 푖푡푒푟 풎풐풅			푖푛푡푒푟푣푎푙)

푖푛푡푒푟푣푎푙
+ 푃 Eqs(5) 

In Eqs(5), P andP are upper bound and lower bound of mutation operation probabilities respectively, 
interval parameter defines number of iterations between environment changes (environment changes frequency) 
anditer is the current iteration number.When a change occurs in the environment, value of 
P parameter is set toP and at the end of changes its value is set toP . The pseudo-code 
ofLADABPSO algorithm is shown in the figure (4). 
 

The Pseudo-code of Learning Automata and Deluge Algorithm Based Particle Swarm Optimization 
For  each particleido 
 Assign LAi to particle i and Initialize the LAi. 
 Initialize randomly푣⃗ , 푥⃗ 		푎푛푑		푠푒푡		푝푏푒⃗푠푡 = 푥⃗ . 
Evaluate  푓푖푡푛푒푠푠(푥⃗ )		푎푛푑		푓푖푡푛푒푠푠(푝푏푒⃗푠푡 ). 
Endfor 

푔푏푒⃗푠푡 = arg 푚푎푥	{푓푖푡푛푒푠푠 푝푏푒⃗푠푡 } 
 Repeat  
Calculate Pmutation  according to Eqs(5). 
if  a change is detected in the environment then 
           Re-Initialize the particle. 
           Re-Evaluate the particle. 
Update the푝푏푒⃗푠푡 		푎푛푑		푔푏푒⃗푠푡. 
Calculate  Pmutationaccording to Eqs(5). 
Endif  
For  each particle i  do 
          The LAi selects an action α. 
          ifα  is "follow the best" then 
             Calculate particle velocity according to Eqs (4). 
else  
            Set particle velocity to the previous velocity. 
Endif  
  Update Particle position 푥⃗ according to Eqs(2). 
Evaluate 푓푖푡푛푒푠푠(푥⃗ ) 
Update the probability vector of LAi according to fitness of particle i.  
//Update personal best 
 if푓푖푡푛푒푠푠(푥⃗ ) > 	푓푖푡푛푒푠푠(푝푏푒⃗푠푡 )then 

푝푏푒⃗푠푡 = 푥⃗  
Endif                    
 //Update global best 
if푓푖푡푛푒푠푠(푥⃗ ) > 	푓푖푡푛푒푠푠(푔푏푒⃗푠푡)then 
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푔푏푒⃗푠푡 = arg 푚푎푥	{푓푖푡푛푒푠푠 푝푏푒⃗푠푡 } 
Endif 
End for  
   // Deluage Algorithm  
   ChooseWL andUP 
   Repeat 
For  each particle  i  do 
          Mutate the position of  particle i  with  probability Pmutation 
          if푓푖푡푛푒푠푠	표푓	푛푒푤 > 푊퐿	then 

푥⃗ = 푛푒푤  
             Update the푝푏푒⃗푠푡 		푎푛푑		푔푏푒⃗푠푡 
Endif 
End for 

푊퐿 = 푊퐿 + 푈푝 
  Until  stop criterion of deluage algorithm is reached 
Until termination criterion reached 

Figure (4): LADABPSO Algorithm pseudo code  
 
4. Experimental Study 

In this section, we first describe moving peaks benchmark [16] on which the proposed algorithm is 
evaluated. Then, experimental settings are described. Finally, experimental results of the proposed algorithm are 
presented and compared with alternative approaches from the literature. 
4.1. Dynamic Test Function  

Branke in [16] introduced a dynamic benchmark problem, called moving peaks benchmark problem 
(Figure (5)); it is widely used as a benchmark to evaluate the performance of optimization algorithms in 
dynamic environments and it offers a reasonable simulation of optimization problem in the real world. Moving 
peaks function is proposed to create relationship between the complexity and the difficulty of understanding real 
world problems. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure (5): Moving peaks benchmark 
 
Moving peak function includes m peaks in n dimension space with the parameters with real value. The 

fitness of environment is defined on the all of peak function as the maximum and it can be formulated as Eqs(6). 
푓(푥⃗, 푡) = max	(퐵(푥⃗), max푃(푥⃗, ℎ (푡),푤 (푡), 푝⃗ (푡))) 								푖 = 1 …푚																																Eqs(6) 

In Eqs (6), parameter B(x⃗)is independent of time that specifies the basis of fitness value. Shape of peaks is 
determined by P. Each of variable peaks with time has height (h), width (w) and position (p). After a specified 
iterations (ΔE: environment changes frequency), the height, width and location of peak changes. The height and 
width of each peak are changed by adding random Gaussian variable and position of each peak will move by the 
vector V and the constant length S(number of peaks’ movement in each frequency changes). Thus parameter S 
let control the intensity of a change. Parameter λ also determined that how the position changes of peak is 
related to its previous position. If λ=0 each movement is completely random and whenλ=1peak will always 
move in the same direction until it will osculate with space border and in this case it will bounce back to the 
environment like billiard balls. Generally parameter S allows us to control the intensity of changes and ΔE lets 
us to determine the frequency of changes and λ enables us to control movement route of changes. Relations that 
cause changes in a peak are as follows: 
휎 ∈ 푁(0,1) 
ℎ (푡) = ℎ (푡 − 1) + ℎ푒푖푔ℎ푡_푠푒푣푒푟푖푡푦. 휎 

푤 (푡) = 푤 (푡 − 1) + 푤푖푑푡ℎ_푠푒푣푒푟푖푡푦. 휎																																																																																						Eqs(7) 
푝⃗ (푡) = 푝 (푡 − 1) + 푣⃗ (푡) 

In Eqs(7), parametersh (t),w (t)andp⃗ (t)are height, width and position vector of peak i at time t. 
Parameters height_severity and width_severity shows the severity of height changes and width of each peak, 
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respectively. Vector v⃗ (t)(vector of peaki movement at time t) is calculated from Eqs(8) where the random 
vector p⃗is obtained by creating random numbers for each dimension and normalizing its length to S. 

푣⃗ (푡) =
푠

|푟⃗ + 푣⃗ (푡 − 1)| (1− 휆)푟⃗ + 휆푣⃗ (푡 − 1) Eqs(8) 

Position, height and width of each peak are determined randomly with a set of limitations. Using different 
probability distributions, it is possible to produce many test problems with the same basic characteristics.  

To measure the performance of algorithms, offline error average parameter is used. Offline error means the 
average fitness of the best founded positions by group of particles in each moment of time and the value of this 
parameter always is greater than/or equal to zero. If its value is closer to zero, it means better track the optimal 
solution simultaneous with the environment changes. The value of offline error is obtained by Eqs(9). 

표푓푓푙푖푛푒_푒푟푟표푟 =
1
푇 푓푖푡푛푒푠푠(푠푤푎푟푚 (푡)) Eqs(9) 

In Eqs(9),T is the maximum number of iterations (evaluations) and swarm (t) is the best found position 
by the group of particles in iteration	t. Default settings are listed in Table (1) for performed tests. 

 
Table (1): Default settings for moving peaks benchmark 

Value parameter 

m = {1,5,10,20,30,40,50,100,200}  
Number of peaks 

f = {500,1000,2500,5000,10000} 
 

Frequency of changes 

7 severity of changes in peaks height 
1 severity of changes in peaks width 

Conical (Cone) Shape of peaks 
1 Movement position amount of peaks 
5 Search space dimension's 

[30,70] Range of peaks height 
[1,12] Range of peaks width 

50 Standard height of peaks 
[0,100]5 Range of search space 

 
4.2. Experimental Setting 

For the proposed algorithm the number of particles are considered equal to 100, acceleration 
constantsc1andc2equal to 1.496180,inertia weight (w) equal to 0.729844,Pmax = 0.6andPmin = 0.3 and learning 
algorithm LRP with valuesα = β = 0.01have been used and the environment is interpreted as P-Model. In the 
tested experimentsfor proposed algorithm, the value of WL parameter is considered equal to the average fitness 
of all particles and the value of Up equal to WL/5000. The proposed algorithm is compared with FMSO[7], 
Adaptive mQSO[17], MQSO[6] , cellular PSO[9], mPSO[10] and HMSO[11] in different frequencies and 
different number of peaks based of average offline error criterion. For FMSO algorithm maximum number of 
child groups is 10 and excretion radius between child groups is 25 and the number of particles in parent groups 
and child groups are 100 and 10 respectively, this setting is proposed in [7]. 10(5+5q) configuration is used in 
the experiments of MQSO where 10 groups are created and each group consists of 5 neutral particles and 5 
quantum particles. Also for this algorithm quantum radius is equal to 0.5 and excretion and convergence radius 
is determined equally to 31.5. These settings are proposed in [6].Unlimited number of subgroups, which 
consisted of 5 neutral particles and 1 quantum particle, is considered for Adaptive mQSO algorithm. Five-
dimensional cellular automata with 105 cells and Moore neighborhood with two cell radius in the search space is 
considered for Cellular PSO in experiments. The maximum particles velocity is equal to neighborhood radius 
and maximum number of particles is 10 per each cell and local search radius is determined to 0.5, also all of the 
particles run local search after observing change in the environment. These settings are proposed in [9].  

The number of particles in parent and child groups is set to 5 and 10 respectively in mPSO algorithm. Also 
excretion radius between child groups and quantum particle radius is 30 and 0.5 respectively. Creation and 
excretion radius of groups are considered equal to 30 in the HmSO algorithm experiments and the number of 
active groups is set to 2 and the value of rconv and the number of particles in each groups are 0.25 and 5 
respectively. 
4.3. Experiments results 

For all algorithms we reported the average offline error and 95% confidence interval for 100 runs. to 
illustrate the response of algorithms to environmental changes, in every run of each algorithm, environment is 
changed 100 times with a certain frequency and each algorithm is run 100 times for each scenario and the 
average offline error is reported for this 100 times. Average Offline error of the proposed algorithm, FMSO [7], 
Adaptivem QSO[17], mQSO[6], cellular PSO[9], mPSO[10] and HmSO[11] for different dynamic environment 
is presented in tables 2 to 6. For each environment, result of the best performing algorithm(s) with 95% 
confidence is printed in bold. 

In the fastest changing environment, where the peaks change every 500 iterations (Table 2), LADABPSO 
algorithm performs significantly better than other algorithms for different number of peaks. This is because the 
proposed algorithm quickly finds better solutions than other algorithms after a change occurs in the 
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environment, especially at the early iterations. This superiority also exist in the environment here the peaks 
change every 1000 iterations (Table 3), for different number of peaks but for the 10 peaks environment in which 
there is no significant difference between offline error for LADABPSO and Adaptive MQSO.  

As depicted in table (4), where the frequency of environmental changes is 2500, the proposed algorithm 
outperforms other tested PSO algorithms for different number of peaks but for the 5 and 10 peaks environment, 
the result of proposed algorithm worse than other tested algorithm except FMSO. 

By decreasing the dynamically of the environment (increasing f), a trend in difference of LADABPSO, 
Adaptivem QSO and HmSO can be seen in which LADABPSO breaks out to perform the same as or even worse 
than Adaptive mQSO and HmSO where the number of peaks is less than 30 (Table 5and 6). 
 

Table (2): offline error average for different number of peaks in frequency 500 
Proposed 
Algorithm 

HmSO mPSO CellularPSO mQSO Adaptive 
mQSO 

FMSO Number 
of peaks 

3.68±0.23 8.53±0.49 8.71±0.48 22.37±3.8 36.52±3.2 5.08±0.27 27.58±0.09 1 

5.00±0.14 7.40±0.31 6.69±0.26 14.20±0.6 13.50±0.8 5.14±0.09 19.45±0.4 5 

6.19±0.45 7.56±0.27 7.19±0.23 13.55±0.5 11.18±0.4 6.20±0.11 18.26±0.3 10 
6.91±0.45 7.81±0.20 8.01±0.19 12.77±0.3 10.54±0.2 6.94±0.18 17.34±0.3 20 
5.48±0.08 8.33±0.18 8.43±0.17 12.55±0.4 10.37±0.2 7.23±0.16 16.39±0.4 30 
5.14±0.16 8.45±0.18 8.62±0.18 12.33±0.3 10.32±0.2 7.43±0.17 15.34±0.4 40 
4.69±0.25 8.83±0.17 8.76±0.18 12.19±0.3 10.33±0.2 7.49±0.09 15.54±0.2 50 
4.12±0.15 8.85±0.16 8.91±0.17 11.38±0.2 9.93±0.21 7.29±0.15 12.87±0.6 100 
3.28±0.10 8.85±0.16 8.88±0.14 11.34±0.2 9.67±0.20 6.82±0.14 11.52±0.6 200 

 
Table (3): offline error average for different number of peaks in frequency 1000 

Proposed 
Algorithm  

HmSO mPSO CellularPSO mQSO Adaptive 
mQSO 

FMSO Number 
of peaks 

2.04±0.08 4.46±0.26 4.44±0.24 7.97±0.54 19.1±1.5 2.68±0.14 14.42±0.4 1 
3.16±0.13 4.27±0.08 3.93±0.16 6.16±0.31 7.59±0.39 3.22±0.07 10.59±0.2 5 
4.13±0.15 4.61±0.07 4.57±0.18 5.94±0.23 6.33±0.23 4.11±0.08 10.40±0.1 10 
4.24±0.03 4.66±0.12 4.97±0.13 6.13±0.17 6.46±0.20 4.75±0.14 10.33±0.1 20 
4.25±0.13 4.83±0.09 5.15±0.12 6.23±0.15 6.51±0.16 4.98±0.10 10.06±0.1 30 
4.55±0.04 4.82±0.09 5.17±0.10 6.27±0.15 6.43±0.18 5.10±0.11 9.85±0.1 40 
3.73±0.13 4.96±0.03 5.33±0.10 6.26±0.16 6.67±0.16 5.12±0.05 9.54±0.1 50 
3.19±0.18 5.14±0.08 5.60±0.09 6.27±0.14 6.34±0.12 5.03±0.09 8.77±0.0 100 
2.88±0.03 5.25±0.08 5.78±0.09 6.01±0.11 6.13±0.12 4.65±0.09 8.06±0.0 200 

 
Table (4): offline error average for different number of peaks in frequency 2500 

Proposed 
Algorithm  

HmSO mPSO CellularPSO mQSO Adaptive 
mQSO 

FMSO Number 
of peaks 

0.87±0.01 1.75±0.10 1.79±0.10 4.57±0.31 7.79±0.72 1.09±0.06 6.29±0.20 1 
4.27±0.18 1.92±0.11 2.04±0.12 3.15±0.21 3.53±0.18 1.58±0.13 5.03±0.12 5 
4.23±0.11 2.39±0.16 2.66±0.16 3.09±0.16 3.20±0.14 2.33±0.11 5.09±0.09 10 
2.32±0.15 2.46±0.09 3.07±0.11 3.60±0.13 3.83±0.12 2.84±0.09 5.32±0.08 20 
2.55±0.04 2.57±0.05 3.15±0.08 3.88±0.12 4.03±0.12 3.13±0.09 5.22±0.08 30 
2.13±0.01 2.56±0.06 3.17±0.07 4.17±0.12 3.90±0.11 3.23±0.08 5.09±0.06 40 
2.18±0.23 2.65±0.05 3.26±0.07 4.25±0.12 3.95±0.10 3.24±0.07 4.99±0.06 50 
2.14±0.17 2.72±0.04 3.31±0.05 4.25±0.13 3.81±0.10 3.20±0.06 4.60±0.05 100 
2.16±0.28 2.81±0.04 3.36±0.05 4.20±0.09 3.66±0.07 3.00±0.05 4.34±0.04 200 

 
Table (5): offline error average for different number of peaks in frequency 5000 

Proposed 
Algorithm  

HmSO mPSO CellularPSO mQSO Adaptive 
mQSO 

 
 

FMSO Number 
of peaks 

0.88±0.31 0.87±0.05 0.90±0.05 2.79±0.19 4.06±0.40 0.55±0.02 3.44±0.11 1 
1.82±0.34 1.18±0.04 1.21±0.12 1.94±0.18 1.98±0.10 1.00±0.04 2.94±0.07 5 
1.86±0.51 1.42±0.04 1.61±0.12 1.93±0.08 1.93±0.09 1.43±0.04 3.11±0.06 10 
1.61±0.13 1.50±0.06 2.05±0.08 2.73±0.12 2.59±0.11 1.95±0.05 3.36±0.06 20 
1.37±0.06 1.65±0.04 2.18±0.06 3.08±0.11 2.84±0.08 2.15±0.05 3.28±0.05 30 
1.09±0.12 1.65±0.05 2.24±0.06 3.28±0.11 2.74±0.08 2.28±0.04 3.26±0.04 40 
1.05±0.03 1.66±0.02 2.34±0.06 3.34±0.07 2.74±0.07 2.28±0.02 3.22±0.05 50 
1.07±0.14 1.68±0.03 2.32±0.04 3.48±0.11 2.61±0.06 2.31±0.03 3.06±0.04 100 
1.12±0.24 1.71±0.02 2.34±0.03 3.37±0.08 2.45±0.05 2.11±0.03 2.84±0.03 200 
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Table (6): offline error average for different number of peaks in frequency 10000 
Proposed 
Algorithm  

HmSO mPSO CellularPSO mQSO Adaptive 
mQSO 

 
 

FMSO Number of 
peaks 

0.22±0.01 0.45±0.02 0.44±0.02 1.63±0.12 2.24±0.19 0.27±0.01 1.90±0.06 1 

0.56±0.01 0.71±0.12 0.72±0.08 1.20±0.15 1.07±0.07 0.54±0.09 1.75±0.06 5 

0.65±0.02 0.94±0.09 1.05±0.10 1.19±0.09 1.19±0.09 0.86±0.04 1.91±0.04 10 

1.08±0.14 1.02±0.06 1.37±0.06 2.13±0.10 1.86±0.09 1.24±0.06 2.16±0.04 20 

1.12±0.02 1.13±0.04 1.50±0.06 2.59±0.12 2.09±0.08 1.43±0.05 2.18±0.04 30 

1.14±0.01 1.09±0.04 1.53±0.05 2.72±0.09 2.02±0.06 1.57±0.05 2.21±0.03 40 

1.09±0.03 1.10±0.03 1.62±0.04 2.91±0.11 2.03±0.07 1.58±0.02 2.60±0.08 50 

1.06±0.02 1.08±0.02 1.62±0.03 3.02±0.11 1.94±0.05 1.65±0.04 2.20±0.03 100 

1.07±0.01 1.07±0.02 1.64±0.02 2.94±0.10 1.79±0.04 1.50±0.03 2.00±0.02 200 

 
5. CONCLUSION 

 
In this paper, a new model of particle swarm optimization is proposed based on Learning Automata using 

Deluge Algorithm in dynamic environment. In the proposed model a Learning Automata is dedicated to each 
particle in the group which its task is controlling the behavior and motion of particle. Deluge algorithm is used 
in the proposed model for better diversification among environmental changes, which uses a dynamic mutation 
operation in the environmental changes. 

Compared to other well-known approaches, our proposed model results more accurate solutions in highly 
dynamic environments, modeled by MPB[16], where peaks change in position, width and height. 
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