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#### Abstract

The significance of Iris detection and recognition has been increased from last few decades. Looking at the importance of Iris detection and recognition, we propose a robust, stable and reliable computational model. Three Feature extraction strategies including Discrete Sine Transform (DST), Hilbert transform and Fast wavelet Hadamard Transform are used in order to extract numerical descriptors from iris images. Random forest is utilized as a learner. 5 -folds cross validation test is applied to evaluate the performance of Random Forest. Among three feature spaces, $D S T$ feature space has achieved promising results. The success rate of Random forest on $D S T$ feature space is $93.4 \%$. After examining the results, we have observed that our model might be useful and helpful for iris detection in future work.
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## 1. INTRODUCTION

Iris of the human eye is the spherical region having diameter of 12 mm located between black pupil and white sclera. Iris recognition provides the most secure techniques for individual identification and detection because of its stable and unique features. None of the two irises are same, even in case of twins. Iris texture varies from person to person and it also provides more stability than other biometrics like fingerprint, face etc. Physical characteristics of iris remain the same for lifetime [1, 2]. Iris based automated systems are currently available in various environment such as airport security, ATMs, physical access security and many more.

Pioneer work on Iris Recognition has been carried out by the John Daugman [3-7]. Sundaram et al., located the inner and the outer circular iris region using Daugman algorithm and Hough transform [8]. Whereas, Birgale et al., decomposed the segmented Iris image through discrete wavelet transform up to levels 3. Matching of iris images are performed using Euclidian distance [9]. Tuama et al., proposed an algorithm for detecting and segmenting the iris and pupil boundary [10]. Similarly, Surveet et al., extracted the feature from normalized iris image using one dimensional Discrete Sine Transform and neural network employed for classification. The proposed technique is assessed on both the CASIA and Bath database [11]. Likewise, Patilet et al., introduced lifting wavelet transform approach to extract features from CASIA iris images. Recognition rate is evaluated by measuring the Euclidian distance between two iris templates [12]. Cuiet et al., presented a synthesis approach with $P C A$ on the iris images. Super-resolution is used to enhance the quality of the synthesis images [13]. Huanget et al., used independent component Analysis (ICA) to extract features from iris images and competitive learning mechanism to identify pattern [14]. In a sequel, Monroet et al., used discrete cosine transform on both CASIA and Bath iris datasets and obtained the recognition rate of $100 \%$ [15].Whereas, Kekreet et al., generated wavelet transform from orthogonal component transforms of various sizes. It was investigated that $D C T$ achieved the better results compared to other methods [16].

In this paper, we presented a computational model for iris recognition. Features are extracted using three different approaches such as Discrete Sine transform (DST), Fast Walsh hadamard transform (FWHT) and Hilbert transform. Random forest is utilized as a hypothesis learner. $M M U$ iris database is used to evaluate the recognition rate of the classifier.

The remaining paper is organized as follows: Feature extraction methods and classification algorithm are described in Section2. Section 3 presents Results and discussion .Finally conclusions are drawn in the last Section.

## 2. MATERIALS AND METHODS

## 2.1) Dataset description:

In order to develop a computational model, the first step is to select a suitable and appropriate benchmark datasets are required to train and test the model. In this regards, we have utilized a $M M U 1$ iris database to evaluate the performance of the proposed method [23]. MMU contains 450 images that are equally labeled into two different classes of left and right iris images. All the images are stored in BMP format and having image resolution of $320 * 240$ pixels.


Fig. 1. Sample Iris images from MMU

## 2.2) Discrete Sine Transform (DST):

$D S T$ is a kind of Sinusoidal and separable Transform. It is quite equivalent to Discrete Fourier Transform but it uses only real part of the matrix. DST produces orthogonal matrix [17; 18]. DST is defined as follows:

$$
\begin{equation*}
X_{R}=\sum_{i=1}^{N} X_{n} \operatorname{Sin}\left[\frac{\pi}{N+1} \cdot(n * K)\right] \tag{1}
\end{equation*}
$$

Where $X_{K}$ is the real value $D S T$ coefficient, $K$ is factors that adjust the sine Vector and $N$ represents the number of input elements.

## 2.3) Hilbert Transform (HT)

Hilbert transform is a key tool of signal processing and is used as a frequency domain transform. Applying Hilbert Transform frequency of the signals do not changed [19]. In this paper, Hilbert transform is used to extract important features from iris images. The Hilbert transform for a function $\mathrm{X}(\mathrm{t})$ is defined as:

$$
\begin{equation*}
H[X(t)]=\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{x(\tau)}{\tau-\tau} d \tau \tag{2}
\end{equation*}
$$

## 2.4) Fast Walsh Hadamard Transform (FWHT)

In computational mathematics, FWHT is an efficient algorithm to calculate the Walsh hadamard transform (WHT). $F W H T$ is computational better than $W H T$ [20; 21]. In image processing $F W H T$ is used for image compression and filtering. Hadamard transform is a real, symmetric and orthogonal. The Walsh hadamard transform is defined as:

$$
H(n)=\left[\begin{array}{cc}
H(n-1) & H(n-1)  \tag{3}\\
H(n-1) & -H(n-1)
\end{array}\right]
$$

## 2.5) Random forest

Random forest is the classification algorithm that is commonly used in machine learning; data mining and pattern recognition. Random forest predicts the data by constructing decision trees at training phase. Each tree depends on the value of a random vector sampled independently with same distribution of trees in the forest [22;27-29]. Random forests efficiently execute lager datasets, comparing other classification algorithm random forest is less sensitivity to the used parameter.

## 2.6) Proposed Method

In this work we extracted the features from iris images by applying three different methods such as $D S T, F W H T$ and Hilbert Transform. For investigating the recognition rate, Random forest is utilized as learner. 5 -folds cross-validation test is employed to assess the performance of the classifier. Block diagram of the proposed computational model is depicted in figure 2. Various performance measures are applied to determine the discrimination power of the learning algorithm, are mention below.

$$
\begin{align*}
& \text { Accuracy }=\sum_{i=1}^{k}(T P i / N)  \tag{4}\\
& \text { Sensitivity }=\left(\frac{T P}{T P}+F N\right)=100  \tag{5}\\
& \text { Specificity }=\left(\frac{T N}{F p}+F N\right)=100 \tag{6}
\end{align*}
$$



Fig. 2. Framework of the Propose Model

## 3. RESULTS AND DISCUSSION

In classification, different cross validation tests are used [30]. In our case we used 5 -folds cross validation test to evaluate the performance of the proposed model. One fold is used for testing purpose and the remaining folds are used for training. The whole process is repeated 5 times and finally the results are combined.

The prediction rates of the proposed model using all the three feature space are depicted in Table 1. Random forest achieved the highest accuracy of $93.4 \%$ with sensitivity, specificity of $92.2 \%$ and $94.5 \%$ using $D S T$ feature space. On other hand, $F W H T$ feature space obtained an accuracy of $87.9 \%$, sensitivity of $89 \%$ and specificity of $87 \%$.The accuracy using Hilbert transform is $86.4 \%$ with sensitivity, specificity of $88.2 \%$ and $85.9 \%$. The empirical result reveals that DST concentrated more energy based on only few coefficients as compared to other transforms techniques.

Table1. Performance rates of Random forest using 5-folds

| Proposed techniques | Acc \% | Sen $\%$ | Sp\% |
| :--- | :--- | :--- | :--- |
| DST | $\mathbf{9 3 . 4}$ | $\mathbf{9 2 . 2}$ | $\mathbf{9 4 . 5}$ |
| FWHT | $\mathbf{8 7 . 9}$ | $\mathbf{8 9}$ | $\mathbf{8 7}$ |
| Hilbert | $\mathbf{8 6 . 4}$ | $\mathbf{8 8 . 2}$ | $\mathbf{8 5 . 9}$ |
| (Acc= Accuracy, Sen: Sensitivity, Sp: Specificity) |  |  |  |

The comparison of proposed model and already existing approaches has been drawn in Table 2. The proposed model of Harioko et al [24] has obtained an accuracy of $87.26 \%$, whereas the proposed model of Ibrahim et al [25] has yielded an accuracy of $91 \%$. Similarly, Perez et al proposed model has obtained $84 \%$ accuracy. In contrast, our proposed model has achieved $93.4 \%$ accuracy, which better than already existing approach. This achievement is ascribed with the discrimination power of DST and generalization capability of Random Forest.

Table2. Performance Comparison with Existing Approaches

| Methods | Success Rate |
| :--- | :--- |
| Harjoko et al.,[24] | $87.26 \%$ |
| Ibrahim et al.,[25] | $91 \%$ |
| Perez et al.,[26] | $84 \%$ |
| Proposed Method | $93.4 \%$ |

## 4. CONCLUSION

In this paper, we proposed an efficient, stable and reliable security system for iris recognition. Three numerical descriptor extraction schemes namely: $D S T, F W H T$ and Hilbert transform are used to extract features from Iris database. Random forest is utilized as classification learner. The performance rate of the learner algorithm is assessed using 5 folds
cross validation test. The experimental results illustrate that $D S T$ based feature space has achieved the highest success rate of $93.4 \%$ compared to other feature extraction schemes. It is anticipated the proposed model might be useful security based application and helpful for further research.
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