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ABSTRACT 

 

Wireless Sensor Network (WSN), a self organized group of distributed sensor nodes, is a promising 
technology that can be used in many different areas, e.g., environmental monitoring, health, object tracking, 
and military applications. This paper presents an energy-efficient mobile sensor network model to be used 
in military applications. The proposed approach is designed to be fault tolerant regarding the case that 
mobile nodes may be disconnected and reconnected in the network anytime. Real case military scenarios 

are considered in simulations such as informing about soldiers' medical condition unattended by using 
cardiac rhythm and body temperature sensors. The paper also gives the TinyOS simulation results in terms 
of energy consumption and lifetime metrics. 
KEYWORDS: Wireless Sensor Network (WSN), Clustered Topology, IEEE 802.15.4, Finite State 

Machine (FSM), Tiny OS. 

 

1 INTRODUCTION 

 
The subject of Wireless Sensor Networks (WSNs) is an emerging research area that many workshops 

and conferences have dealt with. Moreover, WSN is a promising field that can be used in many different 
areas and can be a solution to many different problems. This paper gives an energy efficient and fault 
tolerant mobile WSN model to be used in military applications where soldiers are simulated as mobile 
nodes. We aimed to build a WSN system that runs unattended even if a soldier is injured or dead as the 
considered network does not require any user interaction. By using cardiac rhythm and body temperature 
sensors embedded on nodes, base station is going to be informed about mobile soldiers' medical condition. 

IEEE 802.15.4 MAC protocol standard [1] is selected to be simulated in the system. IEEE 802.15.4 is 

suitable for WSNs because of its low data rate and low power consumption [2, 3]. As to simulate an 
appropriate infrastructure for real case groups of mobile soldiers, a clustered topology is designed to 
overcome challenges that derive from the structure of WSN. The main reasons of choosing a clustering 
approach are the aim to reduce the volume of inter-node communication and the desire to create a scalable 
network. The system is implemented in and simulated via TinyOS platform, which is a popular operating 
system used for WSNs. 

This investigation mainly aims the use of the proposed WSN model by Special Forces of militaries. 
Militaries may face many difficulties because of environmental conditions. Without the necessity of user 
interaction, a self-organized and self-operating network is required. Regarding the whole integrated 
system, we believe that WSN is the most suitable platform in such a case. 
 

2 BACKGROUND 

 
There exist some similar applications specifically in military or in the field of health care. However, 

our project includes the requirements of both military and health care applications. An example military 
application is VigilNet [4] which is a WSN designed to detect enemy capabilities and positions of hostile 
targets. Main aim of VigilNet is to alert allies, enemies’ mobile vehicles or soldiers in hostile region.  

Moreover, a game scenario that gives us some clues about the challenges we may face is implemented 

in [5]. The corresponding pursuit-evasion game (PEG) application is deployed in the environment where 
the game is played and cooperates with the pursuers’ team. The application consists of many interesting 
research problems in the areas of tracking, control design, security, and robustness. For a PEG, the sensor 
network must be capable of multiple-vehicle tracking which can distinguish pursuers from evaders. The 
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network requires a dynamic routing ability to deliver information to pursuers in a convenient time. Since 
the game will be played in a distributed manner, non-central sensing, control, and actuation need to be 
taken care during controller design. To prevent the evader’s team from intercepting sensitive information, 
the network must provide additional security features. Finally, the control algorithms should be aware of 

that a sensor node can fail. 
2.1   Network Topologies Used In Wsn Applications 

Networks differ as hierarchical and non-hierarchical ones. Hierarchical networks use robust 
backbones to increase efficiency. Since in hierarchical networks, inexpensive network nodes communicate 
with their backbones, creating a network by limiting number of expensive backbones will be cheaper. 
Therefore, simple nodes can be mobile. On the other hand, in non-hierarchical networks, all nodes are 

equal. By creating identical cells and keep one node active in the cell, connectivity can be managed with 
limited power [6]. It will be preferred a hierarchical network because it is wanted that backbones 
communicate with the base station in order to provide energy efficiency. By switching backbones 
according to an algorithm, energy efficiency is also considered since the energy consumption in the 

system is expected to be the main problem. 
Several network topologies which are commonly used in WSN applications are analyzed below. 

Star topology. Each member node in a star topology is connected to the sink or base station in one hop 
distance. Detection of faulty devices is very simple in that kind of hierarchy. Since all nodes are directly 
connected to sink, it can easily be determined which sensor node has a connection problem. An advantage 
of star topology is that setting up the network is simple. Management and error detection are simple and 

can be handled and recovered quickly. A disadvantage of star topology is that providing a survivable 
topology is difficult when nodes are mobile. It could not offer a reliable communication in case of a single 
point of failure since there is no any alternate path for nodes [7]. 
Clustered topology. In a wireless sensor network that uses clustered topology, the sensor units are 
grouped into disjoint set clusters. The cluster head is responsible for coordination among the cluster nodes 
and gathering of their data and transmission of the aggregated data to the sink directly or via multi -hop 

transmission. 
To conserve energy, clustered WSNs offer three major advantages over non–clustered WSNs. 

Clustered WSNs are capable of reducing the volume of inter-node communication by localizing data 
transmission within the formed clusters and more importantly by decreasing the overall number of 
transmissions to the sink. Secondly, clustered WSNs are capable of extending the nodes’ sleep times by 
allowing cluster heads to coordinate and optimize the activities of other cluster members through some 

form of TDMA based scheduling [8]. One more advantage is that clustered systems localize the route set-
up within the cluster and reduce the size of the routing table stored at the individual sensor node [9]. 
Clustered tree topology. Clustered tree topology model is one of the tree-based logical topologies of 
WSN, where nodes are organized randomly. It describes a cluster that means there is no order in node 
relations. Nodes at the lowest depth are reduced function devices such as sensors, controllers and 
actuators. These nodes are connected to powerful nodes, called full function devices. These full function 

devices are able to perform network routing functions and are connected to the personal area network 
(PAN) coordinator. A clustered tree network may include a different number of star networks connected 
with their central nodes which has direct access to single PAN coordinator [10]. In such a topology star 
networks can be seen as the clusters, where cluster leaders can be seen as the nodes on the backbone path 
of the spanning tree that can be constructed starting from a sink node. 
 

2.2   Routing Protocols 

Routing in wireless sensor networks is more different than fixed networks. Since there are more 
variables in wireless networks, sensor nodes may not work properly and routing must be changed based on 
dead/failed nodes. Routing mechanisms used in WSNs are made to adapt to such kind of situations. 
Routing protocols that are specified to be used in WSNs are listed in seven main categories in [11], 
namely location-based, hierarchical, data-centric, mobility-based, multipath-based, heterogeneity-based 

and quality of service (QoS) based protocols. 
Location-based protocols [11] are used when sensor nodes are identified by their locations. Most 

protocols calculate the distance between two certain nodes in order to predict energy level so that the 
nodes can be managed to save their energy. Some location-aware routing protocols [11, 12] update the 
routes by using node coordinates, gathered from Global Positioning System (GPS) [13]. 
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Data-centric protocols [11, 14] are different from other address-centric protocols. In data centric 
protocols, node sensors transmit their data to the sink. In address-centric protocols, node sensors’ proper 
data is sent to the sink independently. In data-centric protocols when an initiator sensor transmits its raw 
data to the sink, some intermediate data can be added by other sensors which are between the initiator and 

the sink. That is not only a kind of gathering event but much more an aggregation mechanism. An 
advantage of using such information passing protocols is energy saving since less communication is 
needed between source sensors and the sink. 

Hierarchical protocols [11, 15] are based on clustered topologies. Clustering is used to construct an 
energy preserving communication protocol by setting hierarchy in the communication. Every cluster has a 
unique node called as cluster head, and this node manages and coordinates its cluster. Then, inter-cluster 

and intra-cluster communication are done as two different hierarchical messaging. 
Mobility-based protocols [11] have two main challenges due to the mobile nodes in the network. One is 

that there may not be an end-to-end data delivery guarantee as the network may be disconnected. The other 
issue is the overhead on energy consumption as the nodes move around. Mobility-based protocols intend to 
optimize the trade-off between providing a connected network and offering an energy efficient schema. 

Regarding multipath-based protocols [11], the messages may use different paths between the source 

and target. Data transfer between sink and an ordinary node in the network, where the network is seen as a 
huge tree, has two ways of transmitting node's data to sink, namely single-path routing and multipath 
routing. When each sensor transmits its data to the sink by using only the shortest path, it can be referred 
as single-path routing. Multipath routing [11, 12] refers that each sensor calculates its n different paths to 
sink and balances its load evenly through these paths. 

Heterogeneity sensor network [11, 16] structure involves mainly two different types of node devices 

regarding their resources. Resource powerful sensors have less or even no energy limitation, whereas the 
resource constrained battery-powered sensors have limited working life. To increase its lifetime, a sensor 
should use its remaining battery efficiently by reducing data transmission and computation. 

QoS based protocols [11, 17] aims to optimize energy consumption in routing layer regarding the 
predetermined threshold quality values for the required services. Fault tolerance, energy consumption, 
delay, reliability and some other required services such as security may be taken care as the QoS metrics 

on routing in WSNs. All these QoS metrics need to be considered overall in a sort of trade-off comparison 
to prevent much energy consumption. 
 

3 CHALLENGES 

 
There are several challenges for nodes that flow the data monitored from environment to sink, such as 

limited memory, computational capacities and battery power. In addition, our proposed system deals with 
fault tolerance, scalability, production cost, power consumption and security issues that are explained in 
details in [18]. 

Fault tolerance. Some sensor nodes may be damaged due to physical conditions and lack of power. 
The system should be designed considering those environmental circumstances so that overall network 
should still be working if any of its nodes dies. On the other hand, a part of the network may be 

disconnected due to transmission range problems of the nodes or their mobile behaviors if supported. In 
such cases, the system should recover itself and keep on running with its available members for its 
common objective. 
Scalability. The productivity of data flow may increase when the number of nodes in the network is 
raised. However, if the total number of sensor nodes increase dramatically, the system may be overloaded 
and disrupted. In order to specify a system as scalable, its operation should still run without concerning the 

number of nodes in the network. 
Production cost. Number of sensor nodes in a general environmental monitoring scenario may reach to 
thousands or millions. On the other side, regarding the military applications, a less number of sensor 
nodes, i.e., 10 to 20, are used, especially for Special Forces. Therefore, node cost is usually not an issue 
for such special force applications. 
Power consumption. Using battery power effectively is significant for system life-time. Self 

configuration and self organizing mechanisms are required in order to provide unattended operation. 
Nodes operate with limited power resources and limited ability to recharge [19]. Besides, when the sensor 
nodes which are disposed onto soldiers move away each other, the power consumption may be increased. 
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Security. Information needs to be secured to protect any private data used in network. The encryption, 
authentication and integrity mechanisms are necessary to reach a secure system. 

 

4 SYSTEM DESIGN 

 
Finite State Machine (FSM) usage is common in WSN applications. Therefore, we used FSM during the 
design process. The FSM diagram of the proposed system model is given in Figure 1. 
 

 
Figure 1. FSM diagram of the proposed system. 

 

As shown in Figure 1, the nodes in our proposed model can be in any of the six states that are, INIT, 
ORDINARY, LOST, CLUSTERHEAD, MEMBER, HEADELECTION. To see all the states, messages 
and the relations between them, FSM table in Figure 2 can also be examined. Nodes change their states 
according to the messages they receive and act according to those messages. On the other side, nodes have 
other four attributions that are dead, healthy, injured, disabled. These results are decided by the algorithm 
running in base station according to cardiac rhythm and body temperature information sent by a node. 

Nodes start initTimer when they pass to ORDINARY state. In ORDINARY state if a node do not 
become a MEMBER or CLUSTERHEAD during a predetermined period of time, that node will pass to 
LOST state and close initTimer. By such a timer use, we aim to prevent synchronizing problems. First in 
ORDINARY state, each node sends a situation message that includes the coordinate of the node and its 
distance to base station and each node updates its neighboring table based on the received messages. 
Initially, the node closest to base station in distance becomes CLUSTERHEAD and fires headTimer that 

works for choosing heads periodically. Other nodes which are not the closest become MEMBER. If a 
member of a cluster do not receive periodic situation message of cluster head, that member will no longer 
be considered as connected to the cluster and so it will pass to LOST state. It will remain in LOST state 
until it receives a periodic situation message from any of the cluster heads. Since the nodes are mobile and 
the topology always changes, the nodes not only switch between LOST and MEMBER but also switch 
between different clusters. So, the proposed approach provides a fault tolerant network as to offer to solve 

the connectivity problem by the nature of mobility of the nodes. 
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Figure 2. FSM table. 
 
When headTimer is out, cluster head or members will pass to HEADELECTION state and cluster 

head starts head election timer. We considered implementing head election timer in order to prevent 
synchronization problems of nodes messaging. In HEADELECTION state, nodes will send their 
remaining battery level to their neighbors. If head election timer is not out, a node will decide to be the 

cluster head according to the following: first, the node should receive remaining battery level message, 
M1 in Figure 1, from all its neighbors, then the node should have the highest remaining battery level. 
Otherwise, the corresponding node will be a member. However, if head election is not completed during a 
predetermined period of election time, all nodes in that cluster will return to their previous states. 

In addition, when a disconnected or lost node attempts to reenter to system, it is at the moment in 
LOST state. As a positive side-effect, this design can also be used same for the newcomer nodes of the 

system, if any. Any possible urgent newcomers are to be considered as in LOST state first, since they are 
not connected to any cluster. Consequently, when an unconnected node receives a situation message from 
a cluster head it becomes directly a member of that cluster. 

With the help of this FSM design, in overall, we expect to share out the responsibility of being cluster 
head. Cluster head node changes regarding the remaining battery levels of the nodes in the cluster, which 
will lead us to build a system in which energy consumption is equally distributed. So, the overall lifetime 

of the network will also be increased. 
4.1   Extension Modules: There are extra modules that extend the system to be used for a military 
application that takes into account the health care of the soldiers. The proposed extension modules support 
the fault tolerant and energy efficient properties of the model. On the other hand, we still work on mobility 
of system. Due to mobility, nodes may be disconnected from cluster so that the system is fault tolerant and 
energy consumption may be too high. Therefore, the algorithms running within the two main extension 

modules, module#1 and module#2 are considered based on the real case scenarios depicted in different 
schemes in Figure 3.a, Figure 3.b and Figure 3.c. 
Module 1. The soldier cannot make any ability to communicate with team, but he can communicate with 
base station. The base station is going to send messages to team about direction of missing soldier, his 
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location and soldier’s state. Therefore, a person who is from team may help to find the missing soldier as 
regards the messages that was sent from base station. 
Module 1.a. If the soldier is injured or damaged due to physical conditions, the team will get the message 
of injured soldier who would need any help. Figure 3.a explains that the injured soldier’s state and his 

location will be sent to base station so that anyone who is a team member is going to reach the location of 
injured soldier. Therefore, the team can help the soldier within the shortest time. 

 
Figure 3.a. Module 1.a. 

 

Module 1.b.Figure 3.b illustrates that if a soldier is healthy, but he lost his team. In that case, the soldier is 

going to get a message of team’s location and he will try to find out his team and team mates by using 
given location and direction. 
 

 
Figure 3.b. Module 1.b. 

 

Module 2.Figure 3.c shows the case that the soldier has communication capability with neither base 
station nor his team. Base station will send the predicted direction and last location of missing soldier to 
the nearest team. Thus, the nearest team tries to find missing soldier. 
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Figure 3.c. Module 2. 

 

4.2   Healthcare Procedure 

Within the requirement analysis phase of the system, we have interviewed with specialists. Based on 
the recommendations of doctors for a person’s medical condition, the health care procedure, given in 
Figure 4, has been implemented for a soldier to decide on a result among four values; dead, healthy, 
injured, disabled. After obtaining the information about a soldier’s medical situation, the sink node runs 
this algorithm to give a decision on the corresponding soldier’s medical condition. 

The algorithm in Figure 4 is mainly based on the conditional structures regarding the heart rate 

(number of heart beats per minute) and the body temperature extracted from the medical data message. 
Initially, we assumed that each soldier has no any medical issues, all of them are healthy. Actually, there 
are two significant cases that are body temperature and heart rate. These cases analyze the critical points. 
Priority gives the soldier’s medical condition. When the body temperature is greater than or equal to 36.5 
°C and less than or equal to 37.5 °C, the heart rate is going to be checked whether it is between 60 and 
100. If this condition is satisfied, the soldier’s state is healthy and s/he is alive. Besides, when the body 

temperature is between 32.2 °C and 35.5 °C, the heart rate infers that the soldier’s hearth rate increases 
dramatically. The soldier may be injured and the priority may be supposed as medium. 

On the other hand, if body temperature is between 28 °C and 32 °C, it could be inferred that this 
soldier is exactly injured and his priority seems high. Finally, if the soldier’s body temperature is less than 
28 °C, it could be decided that the soldier is in coma and will die absolutely. The priority of such a soldier 
is low due to preserve the remaining resources of team for the rest of the soldiers. 

 
// Assume that all soldiers are healthy initially, 

// they have not any hormonal/biological sickness. 

bodyTemp = body temperature of soldiers  

heartRate = heart rate of soldiers 

pri = priority of soldiers’ medical condition  

if (bodyTemp>=36.5 && bodyTemp<=37.5) 

     if(heartRate>=60 && heartRate<=100) 

      state = healty&alive 

else if (bodyTemp>=32.2 && bodyTemp<=35.5) 

     //heartRate increases dramatically. 

     state = may injured 

     priorityToSave = medium 

else if(bodyTemp>=28 && bodyTemp<=32) 

     state = exactly injured 

     priorityToSave = high  

else if(bodyTemp<28) 

     state = coma & die 

     priorityToSave = low 

Figure 4. Pseudocode of healthcare procedure. 
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4.3   Simulation Results 
The proposed network is implemented using nesC programming language on TinyOS platform 

[20].The considered topology of the proposed sensor network involving 15 sample nodes is designed in 
TinyOS as illustrated in Figure 5. In Figure 5, it is shown that the network is composed of four clusters 

named as A, B, C, and D. The nodes in Figure 5 are clustered according to the proposed FSM. Each 
cluster has a cluster head and a few cluster members. Members in a cluster will only communicate with 
their cluster head. On the other hand, a head of a cluster will also communicate with base station. We 
assume that base station is one hop distance away from the cluster heads. Therefore, cluster heads have 
ability to flow information that they sense and received. We aimed to flow information through other 
clusters, in case of having no communication with base station. Consequently, if a cluster head is disabled 

to a direct communication with base station due to mobility or any environmental circumstances, it will 
flow information to base station through other nodes that are able to communicate with base station in one 
hop distance. 

 
Figure 5. Topology. 

 
Every node has a specific range for transmitting data. Green circles in Figure 5 shows these ranges. 

Therefore, a node can only transmit data to other nodes that are in range. In addition, yellow circles in 
Figure 5 show unconnected region. The extension modules described in Section 4.1 are problematic real-
case scenarios that may be occurred in any fault of the network. Either the case that a soldier move in a 
different direction than his/her neighbors or the case that a cluster as a whole team move in a different 

path than their neighbor clusters, there may exist a disconnection in any part of the network due to 
unconscious mobility. The extension modules are run to recover the regarding part of the graph and to 
reconnect the network. For that reason, the modules make the system much more fault-tolerant. So far, we 
have not implemented the extension modules in the system; main reason to give details about those 
modules is our intension to propose the model as a whole. The project implementation is still in progress. 

A different scenario to demonstrate disconnection of a node where the system runs on the same 

topology given in Figure 5 is drawn in Figure 6. Figure 6 simply points out the basic connectivity problem 
in the system. The green circular territory around the alone node 3 represents its transmission range, 
whereas the yellow parts beyond its antenna range represent the area out of communication. 
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Figure 6. A scenario for a disconnected node. 

 
It is depicted in Figure 6 that node 3 is assumed to move away from its cluster due to its random 

mobility. At a convenient far away point, node 3 will get out of connection at any time. When a node goes 

out of range of its cluster, it is no longer a member of its cluster and it directly switches to a disconnected 
status (the state LOST in FSM table in Figure 2). When a node goes out of range of any cluster in the 
network, the node is disconnected from the network. Therefore, the network as a graph will not be 
connected fully after that moment. 

As described with the extension modules proposed, there are two main different scenarios for a node 
to attempt to recover from its disconnected status. The first is that the disconnected node (soldier) itself 

will attempt to join the nearest different cluster if any is available in communication range. If not, the node 
will attempt to transmit its location to base station. The other alternative is the case that the corresponding 
node (soldier) cannot construct a communication with the base station. In such a case, when the periodic 
situation information is not received about the node, the base station will transmit to the nearest cluster 
head (team leader) the last stored location of the corresponding disconnected node together with a 
predicted direction based on the last movement history. Thus, the nearest team will move to that direction 

and try to find out the disconnected node to make it join the cluster. 
The simulation results given in this paper do not involve any disconnection scenario. All nodes are 

assumed to be able to connect the base station in one hop and the network is assumed to be always 
connected. The aim of the simulations conducted so far is to show the energy efficiency of the proposed 
clustering approach together with the proposed FSM model. We have measured the energy consumption 
of a full-time connected scenario running on the topology given in Figure 5. The corresponding results are 

depicted in Figure 7.a and Figure 7.b. In the simulations, it is assumed that the nodes consume 
approximately 16 mA for transmitting or receiving single radio message [21]. 

 
Figure 7.a. Constant cluster head.                           Figure 7.b. Dynamic cluster head. 
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Figure 7.a and Figure 7.b show the comparable results on energy consumptions for two different 
clustering scenarios. In Figure 7.a, the cluster head is elected once at the beginning and saves its state for 
all the simulation time. In other words, there is only one constant cluster head. The head does all the 
transmission to base station and consumes more energy than member nodes since the member nodes just 

send their data to their fixed head. Regarding this simulation scenario, the constant cluster head is node 2, 
seen as in Figure 7.a. However, in Figure 7.b, cluster head is decided according to our proposed FSM 
design. Namely, cluster head is decided regarding consumed energy; hence the head node is not fixed. The 
node which consumes less energy in total becomes cluster head. Therefore, the time period for all nodes to 
be the cluster head would be divided in a balanced manner, which leads to an almost equally energy 
consumption on each node. This also results an increase in overall network lifetime. 

The simulations have been run for duration of 10 time periods for both scenarios of Figure 7.a and 
Figure 7.b. As shown in Figure 7.a, node 2 was always the fixed head in the first scenario and it consumed 
dramatically a huge energy compared to the other nodes. In the second scenario, the number of total 
periods in which the same node is being elected as head was tried to be much more balanced among all 
nodes in the same cluster using the proposed FSM. In Figure 7.b, since node 2 and node 9 were elected as 
head in more periods than node 13 and node 14, node 2 and node 9 consumed more energy than node 13 

and node 14; however there has not been observed a distinct difference on energy consumption per nodes 
in any different simulation. 

Figure 7.a and Figure 7.b compare the measured energy consumptions of the nodes in cluster C for 
two different simulations. The energy consumption amounts of the other nodes in other clusters were also 
measured balanced when using the proposed FSM. On the other side, the total energy consumption of 
each cluster is shown in Figure 8. Clusters A and B, which have same number of members, have same 

energy consumption amounts. Total energy consumption in cluster D is more than the other clusters 
indicated in Figure 8 and this result is consistent with that cluster D has more number of members than the 
others as shown in topology in Figure 5. 
 

 
Figure 8. Energy consumption per cluster. 

 
The systematic behind the energy calculation in Figure 8 can be summarized as following: Each node 

in a cluster with a number of N nodes initially broadcasts 1 message to update their neighboring table 
during initTimer interval. Hence, each node receives N-1different broadcasting messages. Therefore, 
number of corresponding messages either sent or received in initial duration is N for each of N nodes, that 

is N2 in total. Then, in headTimer interval, each of N-1 member nodes sends 1 message to cluster head. 
Cluster head receives N-1 messages from members and transmits these data to base station in 1 aggregated 
message. Consequently, number of related messages sent/received in headTimer duration is N regarding 
cluster head, 1 regarding each of N-1 members, that is 2N-1 in total. Lastly, in head election timer 
duration, each node in cluster broadcasts 1 message and receives N-1 messages from neighbors. After 
being elected, the new cluster head broadcasts 1 additional message to inform all neighbors about its 

status. Those N-1 members receive this 1 message. Therefore, number of messages sent/received is N+1 
regarding the new head, N+1 regarding each of N-1 members, that is N2+N. When the simulation starts, 
initTimer interval expires once at the beginning, then headTimer and head election timer intervals expire 
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periodically in each tour. Reminding that the simulation durations were chosen as 10 time periods/tours, 
the total number of messages sent/received in any cluster in Figure 8 with N nodes is N2+10[(2N-1)+ 
(N2+N)], which can be simplified as [11N2+30N-10]. Considering the cluster C with N=4 nodes as shown 
in Figure 5 and using 16 mA for each send/receive operation, the total consumed energy per cluster C is 

calculated as 4576 mA, which is the corresponding measured value shown in Figure 8. 
 

4 Conclusion 

We proposed and built a self-configured, unattended, low cost WSN based system that involves both 
military and healthcare features. The overall system is considered to be fault tolerant to solve the 
connectivity problem due to mobile nodes. The model is also designed to be energy efficient to increase 

the lifetime of the nodes using a clustering approach with changing cluster heads. 
The project implementation has been going on. As the main future work, it is planned to focus on 

disconnection-enabled scenarios and to evaluate the recovery success of the proposed system. 
Furthermore, the extension modules proposed will be implemented to offer a much more fault -tolerant 
system. 
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