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ABSTRACT 

 

Nowadays biological progresses and technology development and use of new technology and modern medical 

equipment produce massive amounts of information stored in medicine databases. Analysis and knowledge 

discovery is difficult from the medical database, due to the large volume of information and is needed to newer 

technology that data mining technologies has achieved to this with the help of its powerful algorithms. Data mining 

techniques extracted the hidden patterns among the data and with build the model of databases design the decision 

support system that in the field of decision will help to doctors. In this article, which is a review article, its purpose 

is to discuss on the application of data mining and classification techniques in predicting and diagnose diseases.  
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1. INTRODUCTION 

 

Today, with advances in science and technology has been provided the possibility to save important data with 

a large volume and is necessary requiring to science to search in this data and knowledge discovery from databases. 

In fact, knowledge discovery from databases is a process of pattern recognition and in the data existing models. 

Patterns and models that is valid, exquisite, potentially useful and completely understandable. Data mining is the 

process of knowledge discovery process with the help of special algorithms of data mining and with computing 

acceptable performance find patterns or models in data. One of the areas, which require the use of these tools for 

large-scale data analysis and predictive modeling with new computational methods, is medical science. The goal of 

predictive of data mining techniques in clinical medicine is building a predictive model, which will help to doctors 

to improve the prevention methods, diagnosis and your treatment programs [1]. Data mining tools can help in the 

areas of predicting and diagnosing of diseases, the effectiveness of treatment, and identification adverse effects of 

drugs to medical science. This article shows that predictive of data mining provides essential tools for researchers 

and clinicians to improve in the prevention of diseases, diagnostic methods and treatment programs. Then, in the 

second part of this article, we discussed to the review, the role and scope of predictive of data mining in medical 

science to predict and diagnosing of diseases. Classification of data mining techniques in the field of prediction and 

diagnosis of disease expressed in third part. The fourth part is includes conclusion.  

 

2. The use of data mining to predict and diagnosing of diseases 

Modern medicine produces massive amounts of information stored on medical databases. Data mining can 

have numerous and varied applications in the medical field, which most important of them are to predict and 

diagnose of diseases. Some of the chronic diseases, such as diabetes, obesity and cardiovascular disease has been the 

major cause of death and disability in most countries [2], and can be predicted or detected by exploring on previous 

similar patient data, compare and implementation of the common signs of disease. Jianko Han et al. in 2008, by 

using the decision tree algorithm ID3, detected the presence of diabetes in the patient’s database [3]. Bik Hwan Cho 

et al. in 2008, by using the category of support vector machine has predicted the existence of neuropathy in diabetic 

patients [4]. Kurosaki et al. in 2012 began to predict cancer in patients suffering from c hepatitis. They looked at 

characteristics to predict cancer, such as age, platelet count, albumin, and aminotransferase, and began to identify 

patients who have a high chance of developing cancer [5]. In the study of Silvera and colleagues in 2014, were 

examined lifestyle and dietary risk factors in patients with gastric cancer. In patients with squamous cell carcinoma 

of the esophagus, smoking is as the primary risk factor and after that, Esophageal Reflux, income, race, non-citrus 
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fruits and energy intake have been proposed as a risk factor [6]. Tavakoli et al. in 2010, achieved results that show 

the use of data mining is much better than the performance of the hospital algorithm and doctors mental model [7].  

 

3. Data mining techniques 

The main operations of data mining divided into two categories, predictive and descriptive. Predictive tasks 

used to predict their future behavior. The order of predict, which use several variables or fields in a database to 

predict future values or unknown of other interest variables. Descriptions tasks define general properties of the data. 

The goal of description is to find patterns in the data, which is interpreted to humans. Data mining methods is shown 

in Figure1.  
 

 

 

 

 

 

 

 

 

 

Figure1. Data mining methods 
 

In the following, we will examine the classification techniques and applications of classification techniques in 

predicting and diagnose of diseases.  
 

3. 1. Classification 

Classification and prediction are the process of identifying a set of features and common models, which 

describe and distinguish classes or concepts of data [8]. Classification is the process of finding a model to identify 

categories or concepts of data can predict the unknown category of other object [9]. For example, the classification 

rules about a disease can be discovered from the signs and characteristics of current known disease and to identify 

the disease in new disease used according to their disease symptoms. In the classification of existing data divided 

into two parts of the training data set and test data sets. Using the training data set made the model and from the test 

data set used for validation and calculation accuracy of the model. Each record is includes a set of features.  
 

 

 

 

 

 

 

 

 

Figure2. The process of classification operations method 

One of the features called a class feature. In the training stage, the training data set given to one of the 
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model depends on the type of learning algorithm. For example, if the learning algorithm is a decision tree algorithm, 

the built model will be a decision tree. In any case, according to used learning algorithm in the training stage, the 

model is built. After building the model at the evaluation stage, the built model accuracy with the help of 

experimental data sets, which was built the model during the training stage, has not seen this data set will be 

evaluated. A set of test data is not used in the teaching and build the model. Figure 2 above shows the classification 

operations process. 

 

3. 2. The use of classification to predict and diagnosing of diseases 

Data mining techniques, as well as play an important role in finding patterns and knowledge extraction in 

order to contribute to the effective detection of diseases and provide better services and medical care [10]. Used 

algorithms in data mining techniques trying to find and present the closest model to the characteristics of the desired 

data. Quentin-Trautvetter has used the method of association rules and decision tree to extract knowledge from the 

medical database [11]. Anbananthen et al., in 2007, have used the neural network and made decision tree from the 

C4. 5 algorithms for the diagnosis of diabetes [12]. In the study of Silvera and colleagues in 2004, was conducted to 

evaluate the role of nutritional risk factors on the risk of cancer of the esophagus and stomach by using of the tree 

classification model [13]. Valera et al., in 2006, based on the classification tree model began to study predictors of 

colorectal cancer [14]. Shukla et al., in 2014, began to explore data mining techniques in predicting and diagnose of 

diseases as shown in Table1 [15].  

 

Table1. Data mining techniques to predict and diagnose of diseases [15] 
Technique Use 

Appriori and FPGrowth Find the diseases common items in medical databases 

Genetic Algorithm Classification of medical data 

Neural Networks Extraction patterns, identify trends 

Association Rule Mining Find common patterns 

Bayesian Ying Yang (BYY) Classification 

Decision Tree Algorithms 
Such as ID3, C4. 5, C5, and 

CART . 

Decision Support 

Outlier Prediction Technique To improve the accuracy of classification 

Fuzzy cluster analysis The analysis of medical images 

Classification Algorithm Classification of diseases 

Bayesian Network algorithm Modeling and analysis of medical data 

Naïve Bayesian Improve the accuracy of classification 

Combined use of Kmeans , 

SOM and Naïve Bayes 

The exact classification from the medical data 

Time Series Technique Medical diagnosis 

Combination of SVM, ANN 

and ID3 

Classification of medical data 

Clustering and classification Clustering and classification of medical database 

SVM Classification of diseases 

Fuzzy Cognitive Maps Classification of drugs and health effects 

k-NN Classification of diseases 

 

Medical diagnosis is an important application of the classification. In classification techniques, at first in 

training stage on the training data set built models and in the performance evaluation stage and will determine the 

accuracy of the model. Suppose, we have a record set related to the Down syndrome disease that each record is 

related to a patient. From each patient, we have a number of features including MOM-FBHCG, MOM-PAPPA, 

MOM-NT, age, smoker, diabetes and history of Down syndrome disease and also know what is the kind of disease 

risk of each patient, ie, have a class feature to the name of the risk type of Down syndrome disease, which is two 

values of high-risk and low-risk. Each record has a class feature values, meant that one of the high risk and low risk. 

For example, suppose the problem is includes thousands of records, one hundred patients with high risk and nine 

hundred healthy person with low risk. The purpose of building a model is to high and low risk class. So that, if 

entered into a new patient that model to identify the new patient belongs to which of the two classes. However, 

when with new patient given the patient characteristics to the model recognize the class models associated with the 

patient. Obviously, the diagnosis is based on classes that model in training stage is faced with them. So, there will 

not be new class detection in classification application. In Tables 2 and 3 show the various stages of the process of 

classification to predict and diagnosis of Down syndrome disease. As can be seen in this process, there is a learning 

algorithm, which is based on the training data set builds a model. This model applied on experimental data set and in 

the next step will be calculated its accuracy.  
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Table2. Learning data set for model training 
Class Feature 7  Feature 6  Feature 5 Feature 4 Feature 3 Feature 2 Feature 1 Record 

Low risk No No No 33 0. 85 1. 40 1. 18 1 

High risk No No No 23 1. 53 0. 31 2. 27 2 

Low risk No No No 25 0. 89 0. 74 0. 43 3 

Low risk No Yes No 30 0. 90 1. 30 0. 91 4 

High risk No No Yes 40 1. 12 0. 92 2. 15 5 

Low risk No No No 21 0. 77 0. 91 0. 93 6 

Low risk No No No 25 0. 69 1. 78 1. 42 7 

High risk No No No 32 1. 46 0. 44 2. 25 8 

Low risk No No Yes 26 1. 22 4. 30 3. 27 9 

Low risk No No No 22 0. 96 1. 20 0. 61 10 

 

Table3. Experimental data set for model actions 
Class Feature 7  Feature 6  Feature 5 Feature 4 Feature 3 Feature 2 Feature 1 Record 

? No Yes No 26 0. 89 2. 23 0. 90 1 

? No No No 23 1. 50 0. 31 2. 30 2 

? No No No 24 0. 85 0. 71 1. 28 3 

? No No Yes 32 1. 08 0. 50 3. 19 4 

? No No No 29 0. 34 0. 55 1. 66 5 

 

Each of the experimental data set records compared with the training data record set and receive answers their class. 

For example, if we have a new disease with the following characteristics the patient characteristics given to the 

model, the model determines the class related to that patient. Due to the characteristics of this patient is on the 

record No. 2, the result of its class is equal to "High risk".  

 
Class Feature 7  Feature 6  Feature 5 Feature 4 Feature 3 Feature 2 Feature 1 Record 

High risk No No No 24 1. 47 0. 40 2. 35 1 

 

4. Conclusions 

The medical field is rich in information, while is in need of knowledge discovery. Data mining techniques is a 

suitable solution to find the required knowledge from medical databases. In medical science discovery and timely 

detection of disease can be prevented from getting to many life-threatening diseases, such as cancer, and lead to 

saves people lives. By using of data mining and data modeling can identify the patients with high-risk conditions. In 

fact, data mining by providing information to care providers helping them in identifying high-risk patients, so that to 

improve the quality of their care and avoid from problems of their future and to design appropriate interventions, 

which resulted in the reduction of hospital admissions. Research conducted shows that classification techniques in 

data mining plays the most widely used in order to predict and diagnose of diseases. In classification, based on 

available data set related to patient built a model, then be evaluation the new patient information based on that 

model and is recognized the class of patient.  
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