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INTRODUCTION

Software fault prediction models use software metrics and fault occurrences statistics, collected from previous versions of software products. These models attempt to predict the defect status (probability) of the software components. Developing an accurate and efficient software defect prediction model remains a challenging issue due to existence of outliers in data sets used in defect prediction process and that the unbalanced data sets badly influence the performance of software fault prediction model. Most of the prediction model make use of all the software metrics collected from previous projects, although there is no need to employ all software metrics collected for fault prediction as some of these software metrics are redundant and should not be used to develop prediction model due to curse of dimension.

We previously proposed [23] a model to deal with two issues i.e. outlier detection and attribute selection. In this paper, we have improved our previous model and apply Synthetic Minority Over-sampling Technique (SMOTE) on the datasets to deal with class imbalance. We have compared the classification results of both models to validate the strength of improved approach.
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ABSTRACT

Software faults are becoming very important in all field of life. Developing a quality software product is not an easy task. In software product quality is directly related with number of defects in the software components [1]. The term defect or fault is defined as divergence from requirements which may cause failures in process. Defects scope diverge from the minute annoying misspellings in the user interface to the more distressing defects, originating flawed behavior, to the catastrophic defects that break down not only the in progress program, but also obliterate data and stop other program. Software quality is also defined as conformance to requirements, because if the software contains too many functional defects, the basic requirement of providing the desired functionality is not met.

There are many aspects which may lead to software defects in its software life cycle, such as Software requirements, software design, software coding and software testing and so on. However, software defects which are produced during the stages of Software Requirements, Software Design and Software Testing, will finally expressed in software Source Codes. Therefore, detecting software defect by software source codes is the most popular method to predict software defect [28]. The most frequently metric that researcher used to predict the software fault in software source codes is Size and Complexity metrics. Size and complexity metrics is an abstract expression of software source codes complexity, such as line of code, cyclomatic complexity and design complexity and so on [4].

Accurate prediction of faulty software modules greatly help in reducing testing effort, by assisting software testers to concentrate on the defective modules. As we know software testing is a very costly and timing consuming activity. In software development process testing usually requires 40% of the whole project schedule [5]. There is no direct method to measure the fault proneness [4], [5]. Based on Software metrics, faulty software modules are detected using software defect prediction module. Unfortunately, there is no generic technique for estimating software module as faulty or non-faulty [6].

With the availability of repositories that contains actual data collected from earlier software releases such as PROMISE repository it is possible to learn from real data. However, the available data repositories are of poor quality due to inconsistencies in the datasets e.g. dataset include replicated instances and contradictory instances. “Existence of outlier in the real data degrades trained model performance” [23]. Most data sets are highly skewed toward a specific class of instances. In such cases, due to imbalanced data set the efficiency of defect predictors is badly distress.

Efficient artificial intelligence (AI) systems can be designed by integrating AI and software engineering (SE) disciplines together. Advantages of AI applications can be seen in situations where complex decisions are needed to be taken. AI knowledge can be integrated into computer science field to deliver more efficient and correct systems to its customers. Software fault proneness prediction process can benefit from such knowledge. An active research is being happening for this purpose. This research also puts an effort to use AI specifically evolutionary algorithms in predicting fault prone modules. This is the junction of two entirely different research fields, fault prediction and evolutionary algorithms. Considering the significance of early fault prediction process and the maturity of evolutionary algorithmic
methods, we believe the time has come for the software quality and AI researchers to join forces in assisting software quality engineers and testers in developing the quality software systems. Software defect prediction is the process of predicting software component as defective or non-defective based on historical data or expert opinion when required data is missing. Fault proneness can be measured using software metrics, which provide a quantitative sketch of software components. Currently, software fault prediction model performance suffers from the poor quality of software measurement data and difficulty in selection of appropriate software metrics there is a need to develop a model that overcomes these problems.

Another important issue that needs to be addressed for making fault proneness prediction process more effective is to deal with imbalanced data sets. Usually data in the real world is imbalanced [26], [29]. Class imbalance means that data set contains a large no of instances for a particular class then other classes exit in that data set. The class imbalance problem is insidious and ever-present in the data set used for fault proneness prediction due to the fact that number of faulty modules instances is less than number of non-faulty modules instances. The class imbalance problem typically occurs in a classification problem. Due to imbalance classes most of data sets are highly skewed toward a specific class of instances. In such cases, because of imbalanced data set the efficiency of defect predictors is badly distress. Therefore, there is a need to balance the data set in order to improve the efficiency of prediction model. Outlier is an observation that appears to be deviate from other instances of sample in which it occurs i.e. an observation that is inconsistent with the remainder of data sets. Presence of outliers in the datasets used for predicting software defects often impact the performance of defect prediction models.

Our research is motivated by the aim of reducing testing efforts and minimizing the cost of developing high quality software product. Software defect prediction is the process of predicting software component as defective or non-defective based on historical data or expert opinion when required data is missing. Fault proneness can be measured using software metrics, which provide a quantitative sketch of software components. We build a fault proneness prediction model that has high probability of fault detection, accuracy, precision and balance where as low probability of false alarms. We are using ensemble classifier. In order to obtain optimal results of fault prediction it is very important to use data that contains as much information as possible related to the software product. In this research study, static code attributes are used to build fault proneness predictor, since static code attributes are last deliverable of the software development process before actual product is delivered [35], [36]. Both method level and class level modules are used for fault proneness prediction [9], [33], [32]. We used method level modules for defect prediction.

In this research study data set from (http://promisedata.org). We have improved our previous defect prediction model based on ensemble classifier and optimize results using GA [23]. In that model we had used accuracy, Probability of detection, Probability of false alarms and balance as evaluation measure. Our previous model deals with two issues i.e. outlier detection and feature selection. In order to deal with class imbalance we have improved our previous model to deal with class imbalance. For balancing the data sets we have employed SMOTE. In this research study we have also incorporated precision as an evaluation measure. We have repeated experiments with previous model as well in order to examine the precision rate of that approach. By applying SMOTE precision rate increases significantly as compared to the first model whereas accuracy, Pd balance and Pf remains maintained. We finally compare the results with previous model.

The paper is organized as follows: section 2 present overview of related work; Section 3 gives details about the empirical data collection, while research methodology has been elaborated in section 4 and section 5 includes results of the study. Finally paper has been concluded in section 6.

2. RELATED WORK

Software industry has been trying to find out ways for developing software product within time and according to the needs of customers. A large number of defect prediction models have been proposed so far. Some defect prediction models used class level metrics while other use method level metrics. T. M. Khoshgoftaar et al proposed a process that includes a technique for selecting an appropriate attributes and a technique for dealing with imbalanced class. They concluded that featured based sample data performs significantly better then featured selection based on original data. They concluded that selection of appropriate metrics is very important [2]. L. Pelayo and S. Dick used SMOTE technique for sampling minority class examples. Results have shown that by applying SMOTE resampling, an improvement of 23% in average geometric mean of classification accuracy [3]. P.S.Sandhu et al used Genetic algorithm in order to develop prediction model and for the validation of proposed model they used JEdit[7]. Z. Li and M. Reformat used SimBoost machine learning method to handle the software fault prediction problem with highly imbalanced datasets. The results of experiment have shown that their proposed methods reasonably reduce the effect of imbalanced datasets; however the prediction for balanced data set was not accurate. In order to deal with this issue they proposed fuzzy label for classification [4]. S.Lessmann et al investigated several classification models over 10 public domain software data sets from NASA MDP repository. Their experimental results specify that the significance of particular classification algorithm may possibly be less supposed as there could be no noteworthy difference detected in the performance of top 17 classifiers [23].

I.Gonda applies Artificial Neural Network (ANN) for predicting software defects. For selection and comparison of matrices they compared SVM with ANN and findings show that SVM performs better [8]. M. Mie and T.S.Quah
presented the application of neural network for fault prediction including object oriented faults. They have compared
neural network model with multiple regression model. They used three industrial real time systems for conducting research
study. According to their experimental results neural network perform better then multiple regression models [11]. P.Singh
compared the performance of defect prediction model by using static attribute of embedded software. He applied three
machine learning algorithm for defect prediction. Results have shown that J48 and oneR perform better then Naïve Bayes
learner [12]. B.Turhan and A. Bener proposed a model for defect prediction using multivariate approaches in combination
with Bayesian methods. They employ 8 different data sets from NASA Metric Data (MDP) repository. They concluded
that it is better to investigate more about feature extraction [13].

H.Wang et al investigated ensembles of feature selection methods for predicting defective modules. In their research
study 18 different filter based ranking techniques has been applied and examined 17 different ensembles of rankers.
Experimental results have shown that ensemble of very few rankers were effective than many or all rankers [14]. Q. Sung
et al proposed a general framework for defect prediction that supports impartial and deep comparison between defect
prediction systems. They point of view was that if learning scheme would not be assessed properly may lead to wrong
results [15]. Y. Weinmin and L. Longshu presented a rough set model for software defect prediction. They applied rough set
model on data sets of NASA Metric Data Program (MDP) [16].

Miguel E.R.Bezer et al proposed a novel approach based on constructive RFB neural network for predicting
probability of errors in faulty modules. They have compared their results with KNN as well as variants of KNN that are S-
POC-NN and R-POC-NN [17]. A.T. Misirh et al proposed an ensemble of classifier for embedded system domains. They
used ensemble of classifiers to solve the issues of optimization of testing resources. They concluded that ensemble of
classifiers perform significantly better than individual classifier [18]. P.C. Pendharkar [22] proposes a defect prediction
model learning problem using hybrid ES–PNN and SA–PNN solution procedures. The results of his experiments signify
that hybrid procedures do better than standard machine learning techniques. C.Catal et al. investigated the impact of
dataset size, metrics sets, and feature selection techniques on software fault prediction process [21]. P.S.Sandhu et al
explored the effectiveness of software metrics requirement and code metrics. They also explored the effectiveness of
combination of both types of metrics in order to identify defective modules. They used genetic algorithm technique for
classification. Results have shown that combination of both requirement and code metrics is best prediction model for
detecting software modules as compared to code metrics that are commonly used for defect prediction [19]. J.Zheng build
faults prediction model based on boosting neural networks and three cost sensitive boosting algorithms were empirically
studied on mission critical projects of NASA. He used NECM as an evaluation measure in order to evaluate the
performance of prediction models. Results have shown that threshold moving based algorithm achieved better prediction
results and is easier to implement [20].

3. Empirical Data Collection

Based on concept of ensemble classifiers, we propose the fault proneness model. In order to train our proposed
classifier, we acquired data from previous software projects to estimate the performance of the proposed model. Another
reason of using previous projects is to determine the confidence level for the utilization of model in practice. The objective
of the research study is to find the relationship between the characteristics of software system and their fault proneness.
We have observed that certain properties of software modules can be captured from static code attributes.

One more important reason for choosing static code attributes as a data is the fact that we have proposed prediction
model to be used prior to the testing phase and the static code attributes are the most suitable data for fault predictor in this
situation [24]. Also as static code attributes are the last deliverable of the software development process before development
of the actual product; there is a minor chance of change in requirements regarding the functionality concerning these attributes. The data sets used for the purpose of this research is available at Promise Data Repository
(http://promisedata.org or http://www.tunedit.org).

4. METHODOLOGY

Prediction of software defect is an important technique that suggested by many researchers [1], [2], [5], [8], [10], [12],
[13] to calculate estimated the possible defects modules (i.e. methodology, file or class) system software. Defect prediction
can also be helpful in service-oriented system where regression testing is cost and time intensive [38]. Software error
proneness aimed at defect liability in module. Ensembles of classifiers offer promise in increasing general the accuracy of
the classification [54]. Different classifiers have different knowledge about the problem, so it is an undeniable fact that
combination of trained classifiers results in the integration of various features which lead to the far better outcome than in
case of individual classifiers. It was the fact that the errors of the classifier be rectified with the classifier used in the
ensemble.

Software fault proneness prediction model uses software metrics and erroneous data collected from prior software
products to predict the defect status of the software components. Earlier research has shown that this kind of model can
predict fault proneness in software modules with significant accuracy [9], [33], [34]. One of the common characteristic in
most of the fault proneness prediction approaches is that they use software metrics as an independent variable and the class
to which a particular module belongs is set as dependent variable. For fault proneness prediction independent and
dependent variable are specified and after that, it is a matter of finding a pattern that is common in the independent variable so that this pattern can be recognized as one of the dependent variable. In this research study, we propose the model using the concept of classifier ensemble. Figure 1 given below represents the improved fault prediction model. In the proposed model we have employed SMOTE before applying CFS and DBSCAN on the data sets. The reason for applying SMOTE is to balance the data sets, as the faulty instances are in minority and in order to train the classifiers on faulty instance there is a need to increases the samples of faulty class. Pre-processing data sets by applying CFS and DBSCAN classifiers are trained. The data was divided in 30:70.

Figure 1: Improved Fault Prediction Model

5. EXPERIMENTS AND RESULTS

Results have shown that by applying pre-processors to the data sets significantly improve the performance of prediction model. In our previous research study we have deal with feature selection and outlier detection where as in current approach we have address class imbalance issue as well. SMOTE has been employed to balance the data sets. As, this is a fact that number of faulty modules in a data set are in minority as compared to number of non-faulty data sets. Therefore when train classifier with imbalanced data set, the classifier tends to ignore the small classes concentrating on majority classes. The classifiers tend to generate high predictive accuracy over the majority class, but poor predictive accuracy over the minority class.

We have observed that dealing with class imbalance issue greatly improve the precision rate of prediction model whereas maintain Pd, balance and accuracy. However from the experimental results we have also find that probability of detection has been reduced by applying SMOTE. As in our previous research study Pd was 9% greater than existing approach on average. On the other hand precision rate of prediction model has been increased by 36% on average. Precision is measuring number of defective software modules correctly predict as defective among the modules classified as defective. Extension of our approach to Agile methods can also be beneficial from impact as well as cost benefit point of view [39].

Precision is low if the number of defective modules predicted correctly is small in number or large number of defective modules is predicted as non-defective. So it is a significant evaluation measure for critical system where it is more important to correctly predict which software component is defective so that more testing has been done in order to make the software product error free. If a software module that is actually defective but because of poor precision rate predicted as non-defective would be less tested and therefore there is a chance that error may occur when software is deployed in real space. Therefore precision is a vital evaluation measure for the critical real time software. We have also compared our result with [18] and [31] in order to endorse the efficiency of proposed approach. Figure-2 and figure-3 illustrate the comparison of our technique with other techniques. Results have shown that our improved approach outperforms the existing technique.
On the other hand probability of detection is number of correctly classified defective modules among the modules that are predicted as faulty. Probability of detection is an important measure for the commercial software’s where we want to reduce the cost of software development. High Pd means less number of software modules are incorrectly labelled as defective so testing resources has been used optimally utilize that would results in reducing software cost. As 40% of software development budget has been spend on testing phase. Form experimental results we have find that in order to improve the precision rate class imbalance issue must be addressed. Figure-4 depicts the comparison of improved approach with our previous proposed approach.

6. CONCLUSION

We study how to improve our previous defect prediction approach. Results has shown that by addressing the issue of class imbalance the precision rate of defect predictor greatly improved as class imbalance significantly affect the performance of defect predictors. We have also observed that the probability of prediction would be affected a bit when using balanced datasets. Therefore, for the critical system this approach performs well.

The improved model offers a new dimension for software fault proneness prediction research. This problem can be solved using different other classifier based algorithms and combinations of both machine learning and statistical algorithms.
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